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vSphere AutoLab

This AutoLab kit is designed to produce a nested vSphere 6.7 or earlier (back to 4.1) lab
environments with minimum effort. Prebuilt shell VMs are provided along with automation
for the installation of operating systems and applications into these VMs. The AutoLab
download contains only freely redistributable software and empty VMs; you must bring your
own licensed software installers to complete the build. The lab build was originally created to
aid study towards VCP5 certification however it has many other possible uses. The AutoLab
has grown tallow evaluation and testing of additional software like VMware View.

The project lives at http:/www.labguides.com and updates will occur there.

These instructions are not intended for the absolute beginner. They will allow someone with
moderate server infrastructure knowledge to rapidly build a vSphere lab.

This is version 3.0. A fair amount of testing has been done, but there will be things that don’t
work in your environment as they do in mine. One place to look for help are the forums on
Reddit, https://www.reddit.com/r/AutoLab/

Please let me know how you find the AutoLab and what needs improving or adding. You can
email Nick and me through feedback@labguides.com.




How to use this guide

The AutoLab has many parts and many options, the flexibility come at the cost of being hard
to explain. There are a few essential steps:

1. Get and read this guide, congratulations you’re in the right place

2. Choose your lab outer platform

3. Build and configure your outer platform
4. Download the right AutoLab package

5. Download the licensed software

6. Build the Lab

7. Play

These phases are outlined in the following sections, make sure to read carefully as some
instructions are really important.
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2. Choose Your Lab Outer Platform

Required Hardware

The core lab can run on a single PC, a dual core 64bit CPU and a minimum of 24GB RAM is
required, along with around 200GB of free disk space. The core lab does not include vCloud,
View or Veeam VMs; these will need more RAM and disk.

The main things you will want to upgrade are RAM and moving to a large SSD. Both these
will make the lab build faster and more responsive to use. More cores and higher CPU clock
speed will not hurt but they aren’t the main factor.

Each successive release of vSphere requires more RAM, the first version of AutoLab only
required 8GB of RAM to run a two node cluster. A three node vSphere 6.0 cluster with
VSAN enabled will need a host with 32 GB of RAM. Take a look at the RAM tuning section
to see what can be done to fit your required vSphere build into less RAM.

Lab Virtualization Platform

VMware Workstation

I use VMware Workstation to develop AutoLab, so it the platform that gets the most testing.
My current build machine has 32GB of RAM and a 480 GB SSD. It takes under two hours to
build a core lab on this machine, which isn’t used for anything other than developing
AutoLab.

VMware Fusion

My MacBook Pro has 16GB of RAM, which is barely sufficient to run a core lab provided
that I shut down absolutely everything else and am very patient while it builds.

VMware Player

This is the free option, no licensing cost for Player. I sometimes use Player to demonstrate
AutoLab in classrooms when I’m teaching vSphere courses.

VMware ESXi

The better memory management of ESXi is awesome; you need a third less RAM on ESXi
than Workstation. I tried to make it easy to have multiple AutoLab instances on a single ESXi
server. This way a single ESXi server can provide labs for a whole team.

Ravello

Ravello Systems have a hypervisor that runs on top of a public cloud instance. If you don’t
have access to physical hardware and don’t need a permanent lab their platform can run
AutoLab on a pay per hour basis. The core lab with three ESXi hosts costs under $3 per hour
to run.



3. Build and configure your outer platform

In the next few pages we will look at setting up the virtualization platform that will host the
AutoLab: VMware Workstation, ESXi, Fusion and player

You only need to follow the instructions for your chosen platform, but make sure you follow

all the instructions for that platform. The options for outer platform covered are:

VMware Workstation
VMware Fusion
VMware ESXi
VMware Player
Ravello

If you plan to deploy multiple copies of the AutoLab on the same outer ESXi host there are

some special considerations which will be covered later in this guide.



VMware Workstation Setup

The VMware Workstation build is designed to work with a host with at least 24GB of RAM

and VMware Workstation version 10.0 or later. The host operating system must be 64bit and
all the CPU virtualization features must be enabled in the BIOS in order to be able to run the
64bit VMs. Placing the lab files on a fast disk (an SSD is highly recommended) and having a
host with more RAM will make the lab run faster.

The main setup required is to reserve almost all of the RAM for VMs and choose to Fit all
virtual machine memory into reserved host RAM. To configure both of these settings, go
to the Edit menu Preferences... item.

YR DELSE | §

If possible, allocate all but 1GB of RAM to the VMs.

The other requirement is to configure the lab network. Under the Edit menu is the Virtual
Network Editor. Select the VMnet3 object. If that network isn't present, click Add Network
button to add it. Make sure Host Only is selected in VMnet Information and that Use Local
DHCP Service to distribute IP addresses to VMs is not selected. The Subnet IP should be
192.168.199.0 with a Subnet Mask of 255.255.255.0. You may use the option Connect a
host network adapter to this network to allow your PC direct access to the lab network,
otherwise all network access will be through the router VM. It is easiest to have the host
connect to the network.




VMware ESXi Setup

The lab runs extremely well under ESXi, with a lower RAM footprint than on other
platforms. A higher performance disk system also reduces the lab build time as this is mainly
disk IOPS constrained.

The lab will usually use a portgroup on an Internal Only Standard vSwitch, i.e. one with no
physical NICs attached. The default portgroup name is Lab_Local and this portgroup must
be setup to allow Promiscuous mode and must be set to a VLAN ID that is unique on the
switch. Your ESXi server can also have a VMkernel port on this network, IP 192.168.199.99.
This will allow access to the Build share on the NAS VM from the outer ESXi server.

Standard Switch: vSwitch3 Remove... Properties...
Virtual Machine Port Group Physical Adapters prizeeey
§7 Lab_Local @ ¢ -4-Mo adapters s
= 1 virtual machine(s) | VLAN ID: All {4095) Accept
Lab_NAS &
WhkemelPort ¢4t |FeleverendioadBlancies b
7 Labhet @_ Uk status o

vkl : 192,168,199,99

The router VM also connects to your main network, the default configuration calls this
network External.

When you come to populate the build share and connect to the built VMs you will use the
Router VM to provide access into the lab network, as discussed in the accessing the lab
section.



VMware Fusion Setup

Huge thanks to James Bowling @vSential for documenting the whole Fusion 4 setup process
and Damian Karlson @sixfootdad for updating for Fusion 5 Professional.

The Fusion build was designed to work with a host with 8GB of RAM and VMware Fusion
version 4.0 or later. The host operating system must be 64bit and all the CPU virtualization
features must be enabled in the BIOS in order to be able to run the 64bit VMs. Placing the lab
files on a fast disk and having a host with more RAM will make the lab run faster.

If you do not have Fusion 5 professional you can use its network editor, skip the Uber
Network Fuser instructions below and follow the Fusion 5 Professional procedure.

Fusion (not Professional)

Need to document, would you like to contribute this documentation?

Fusion Professional - Configure the Lab Network
Open VMware Fusion menu > Preferences > Network tab
Unlock the window if necessary

Click the plus sign at the bottom left to create vmnet3

[sNsNe) Network

o— m
il : o

O o 4 VAR
General Keyboard & Mouse Default Applications

Network '

Internet Sharing
Share with my Mac The virtual machine using this configuration will use a custom

network connection.
Bridged Networking

Autodetect 0 Allow virtual machines on this network to
Wi-Fi connect to external networks (using NAT)
Ethernet
Custom
Private to my Mac
vmnet2

™ Connect the host Mac to this network

(™ Provide addresses on this network via DHCP

Subnet IP: | Auto-Generated
Subnet Mask: 1255.255.255.0

[+]-] @

u
[i Click the lock to prevent further changes. Revert | | Apply |

In the Subnet IP field replace Auto-Generated with 192.168.199.0
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Click Apply then uncheck 'Provide addresses on this network via DHCP' and click Apply

again.

The vmnet3 interface on the host Mac will get an IP set to 192.168.199.1 automatically

0060

0 "

Network

General Keyboard & Mouse Default Applications | N k

Internet Sharing
Share with my Mac
Bridged Networking
Autodetect

Wi-Fi

Ethernet

Custom

Private to my Mac
vmnet2

The virtual machine using this configuration will use a custom
network connection.

— Allow virtual machines on this network to
connect to external networks (using NAT)

™ Connect the host Mac to this network

M Provide addresses on this network via DHCP

Subnet IP: |192.168.199.0
Subnet Mask: |255.255.255.0

[+1=] ©)
n R
Click the lock to prevent further changes. ‘ Revert \ | Apply

0o

L)

Network

P % As,
B .4 7z
General Keyboard & Mouse Default Applications | Ne k

Internet Sharing
Share with my Mac
Bridged Networking
Autodetect

Wi-Fi

Ethernet

Custom

Private to my Mac
vmnet2

n e
Click the lock to prevent further changes. ‘ Revert ’ | Apply

The virtual machine using this configuration will use a custom
network connection.

—, Allow virtual machines on this network to
connect to external networks (using NAT)

™ Connect the host Mac to this network

[ Provide addresses on this network via DHCP

Subnet IP: 192.168.199.0
Subnet Mask: 255.255.255.0

11



VMware Player Setup

VMware Player 6 & later

Need to document, would you like to contribute this documentation?
VMware Player 5.0.2

Install VMware Player

Find the program directory, where Player is installed. On my PC is was C:\Program Files
(x86)\VMware\VMware Player

Create a shortcut with the command “rundll32.exe vmnetui.dll VMNetUI ShowStandalone”
with a working directory of the Player program directory you found above.

Virtual Network Editor Properties =
pe
! Security | Details l Previous Versions ‘
General Shortcut Compatibility

@] Virtual Network Editor

Targettype:  Application
Target location: System32

Target: 1dli32.exe vmnetui.dil VMNetUI_ShowStandalone

Startin: "C:\Program Files (x86)\VMware\VMware Player"

Shorteut key: None

Bun: [ Normal window - ]
Comment:
[ Open File Location ] [ Change Icon... ] [ Advanced... ]

Gt ) o

Use this shortcut to launch the Virtual Network editor.

H Name Type External Connection Host Connection ~ DHCP Subnet Address

VMnet0 Bridged Auto-bridging - - -
VMnet1 Host-only - Connected Enabled 192.168.100.0
VMnet8  NAT NAT Connected Enabled  192.168.102.0

Add Network... Remove Network

VMnet Information
© Bridged (connect VMs directly to the external network)

Bridged to: [Automatic ~ | [Automatic Settings... |

(©) NAT (shared host’s IP address with VMs) NAT Settings...

(©) Host-only (connect VMs internally in a private network)

Connect a host virtual adapter to this network
Host virtual adapter name: VMware Network Adapter VMnet0

Use local DHCP service to distribute IP address to VMs DHCP Settings...

Subnet IP

o) (o ) o ) [ )

Select the VMnet3 object. If that network isn't present, click Add Network button to add it.

Add a Virtual Network ¥<
Select a network to add:
) (o) e )
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Make sure Host Only is selected in VMnet Information and that Use Local DHCP Service
to distribute IP addresses to VMs is not selected. The Subnet IP should be 192.168.199.0
with a Subnet Mask of 255.255.255.0. You may use the option Connect a host network
adapter to this network to allow your PC direct access to the lab network, otherwise all

network access will be through the router VM. It is easiest to have the host connect to the
network.

@ Virtual Network Editor ==
Name Type External Connection Host Connection ~ DHCP Subnet Address
VMnetd  Bridged  Auto-bridging - - -
VMnet!  Host-only - Connected Enabled  192.168.187.0
VMnets  NAT NAT Connected Enabled  192.168.245.0
VMnet3  Hostonly - Connected - 192.168.199.0

v

VMnet Information
Bridged (connect VMs directly to the external network)
Bridged to: | Automatic
NAT (shared host's IP address with VMs)
@) Host-only (connect VMs internally in a private network)
V] Connect a host virtual adapter to this network
Host virtual adapter name: VMware Network Adapter VMnet3

[] Use local DHCP service to distribute IP address to VMs DHCP Settings

Subnet IP: 192.168.199. 0  Subnetmask: 255.255.255. 0

& (o) (o )
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Ravello

To use AutoLab on Ravello you first need to signup for a Ravello account at

www.ravellosystems.com

The AutoLab Ravello blueprint includes all the VM setup and networking. If you do not have

the AutoLab blueprint in your Library then log a support request with Ravello to have it
added. You must then add your Windows Server and vSphere ISOs to your library.

First copy the ISOs to your local disk, you cannot upload from a network share. You will
need the Windows Server 2012 or 2016 iso as well as the ESXi and vCentre install ISOs.

Click the “Library” and select “Disk Images”.

’ 55 Ravello

f. ravello

al

Applications

Library

Upgrade

Blueprints

VMs

Disk Images

Elastic IP Addresses

Key Pairs

& - C M @ hips://cloud ravellosystems.com/# /apps

Creation Date v

Help & Support & Alastair Cooke

1l Published Apps

1 Running VVis

Cloud Auto-Stop in

' 55 Ravello

= =

“. ravello

Library

Admin

Learn

Upgrade

=+ Import Disk Image

Library > Disk Images

w Name Size

fedora-20 268
20 centos-f 2GB

28 ubuntu-1404 2252...

Owner

A Ravello Syst...

Ravello Syst...

Ravello Syst...

Created v

- 712814 11:32 PN

£ 7/28Nn410:45 PM

4 712814 6:29 PN

C M @A htps://cloud ravellosystems.com/#/library/disk-images/?imagelds=;49774595

Actions w

Actions w

Actions w

Help & Support & Alastair Cooke

Disk Image Properties

Name sdora-2

Deseription Fedora 20 cloud image. [flavor: redhat]
a

Size 268

Oumer Ravello Systems

Created 7/28/1411:32 FM

Next click the “+Import Disk Image” button, you will need to install the Ravello upload tool

and then log into the upload application.
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Log In to Ravello VM Import Tool

User Name: [ ]

Password: ‘ ‘

Login

Or switch to offline mode

o credentials to log in, ¢

offline mode,

actions not requiring conr ello will be available.

Choose to “Upload a single disk image (ISO, VMDK, QCOW)”

| £ oo

€« C' A [} localhost: 8881 /static/index.html# fupload-wizard/method-selector

7w 9

(]
-

3
=

Upload VMs
Select the source for your WM or disk files

' BExtract and upload directly from vCenter or vSphere (recommended)

' Upload a WM from OVF file or Ravello Export file

' Create a new VM by uploading existing disk files {(ISO, VMDK, QCOWY)
‘® Upload a single disk image (ISO, YMDK, QCOW)

ou to upload disk file:

I in your pri

KIr
Supported disk file formats are: IS0, YMDK and QCO

n Ravello and can later on be attached to any VM

' | have another type of file, what do | do?

€ hefore uploading your image

® Cancel 4 Back

Browse for and select the ISO file, then click “Upload”

Upload a disk image file

Select a disk image file

+ 2 Folder lc:\Ravello ‘ Filter: ‘
Name

B en_windows_server_2008_r2_with_sp 1 _x64_dvd_617601 .iso

B VMware-VIMSetup—all-6.0.0-256 2643 is0

B VMware—ViMvisor-Installer—6.0.0-2494585 x86_64.is0

Type: | v 1SO, VMDK

Selected file: ¢:\Ravellolen_windows_server_2008_r2_with_sp1_x64_dvd_617601.iso

® Cancel 4 Back v Upload!

Repeat for the other ISOs, you may upload all three ISOs in parallel.

15



Uploads
+ Upload Il Pause P Resume

T Name Progress Date Created Status Source Destination Error reas
& VMware-VMvisor-Install... - 1% 221041201510 Uploading file: c\RavellolV ...
2, VMware-VIMSetup-al-6.... 1% 22/04/201510:...  Uploading file: cARavellov ...
&, en_windows_server_20... fi% 22/04/2015 10:...  Uploading file: c\Ravellowe. ..

Once the three ISOs are uploaded you can close the uploader. The uploads may take some
time, depending in the speed of your Internet connection.

The uploader tool does create a service that is always running, you may want to set the
service to manual start.

16



4. Download the right AutoLab package

The AutoLab packages live at www.labguides.com/AutoLab. If you are not using ESXi then
download the Workstation archive. There are two ESXi packages: one needs the ability to run
vApps, so vCentre and a DRS cluster, the other is less simple to deploy but works with an
ESXi environment. For each platform there is a slightly different way to get the VMs

running.

VMware Workstation or VMware Player

Simply extract the ZIP file into the folder where you would like the VMs to live. Open the
folder for the VM you need and double click the .vmx file. This will open the VM in
Workstation or Player.

(other platforms are on the next few pages)

17



VMware Fusion

In the typical VMware Workstation setup you could potentially place the VMs anywhere on
your machine. To simplify the configuration in VMware Fusion and use with UBER Network
Fuser (UNF) we will place the VMs in the default VMware Fusion Virtual Machines
directory. This is typically:

HD -> Users -> username -> Documents -> Virtual Machines

Simply copy all of the folders from the extracted AutoLab zip file into the above directory.
Wait...you aren’t done just yet. VMware Fusion creates virtual machines in directories that
are named like so:

esxi.example.vmwarevm

If you notice it uses an extension of “.vmwarevm” to allow the association with VMware
Fusion. Rename the folders by adding “.vmwarevm” to folder names.

Alternatively, you can run this script in order to quickly change all of the virtual machine
folder names.

cd ~/Documents/Virtual\ Machines/Lab Local/
ls =dF ./*/ | grep -v ".vmwarevm" | awk 'BEGIN{FS="//"} {print "mv "$1"/
"S$1".vmwarevm/"}' | bash

Modify Virtual Machine Network Settings Fusion (Not Professional)
Need to document, would you like to contribute this documentation?

Modify Virtual Machine Network Settings Fusion Professional

There are two ways you can do this, as follows:

The first is to go to the Virtual Machines folder (typically under your user’s Documents
folder), Show Package Contents of each AutoLab virtual machine, edit the vmx file, and
change ‘vmnet3’ to ‘VMnet3’.

The second is to run the script below. This script assumes that you are OSX’s Terminal and
that you are not running as root. It also assumes that you followed the Fusion 5 Lab network
setup instructions correctly.

find ~/Documents/Virtual\ Machines/Lab Local -name "*.vmx" -print0O | xargs
-0 sed -1 "" 's/VMnet3/vmnet3/g'

18



VMware ESXi stand alone or with DRS

If you have vCenter in your lab environment then you will be able to deploy the multi-VM
OVF. This requires either a DRS cluster or a standalone ESXi server managed by vCentre.
vApps with multiple VMs cannot be deployed to a cluster that has HA and not DRS.

Import the OVF, give the vApp a unique name and select the required datastore and
portgroups. The Lab_Local portgroup should map to the portgroup you created above and
the External portgroup should map to you normal production network from which you
access the vSphere environment. The router VM will consume one DHCP IP address from
the external network.

To build the lab you will need to power on the VMs one at a time, you can safely ignore the
warning that this is not the preferred way to handle vApps.

19



VMware ESXi HA cluster without DRS

If your ESXi environment is not able to run multi VM vApps then you will need to follow
these instructions. If you can deploy they multi-VM vApp then do, it is a lot less work. You
may want to deploy a temporary vCentre server just to enable you to deploy the multi-VM
VvApp, then remove the temporary vCentre before building AutoLab.

The lab is distributed as a single ova file, this contains the NAS VM. Deploy the ova and
power on the NAS VM.

Once the NAS has booted create a new NFS datastore pointing to the Build share, server
192.168.199.7 and Folder /mnt/LABVOL/Build as shown below

=lolx|

i <o =

4

Once the datastore is created use the vSphere Client datastore browser and browse to
\Automate\ShellVMs where you will find the remaining lab VM folders. The VMs must not
be run from this location as they won't perform well and the datastore will quickly run out of
space.

If you have vCenter you can register each VM then migrate it to its proper datastore before
you power it on. If you do not have vCenter you will need to use the datastore browser to
copy the VMs from the Lab_NFS datastore before registering the VMs. The copy takes quite
a while as it appears not to respect the thin provisioned disks.

Finally the VMs need to have their CDROM and floppy drives attached to media images.
You may need to copy the boot floppy images from the Build share, in
\Automate\BootFloppies to another datastore. The floppy images match the VM names,
apart from vCloud which doesn't need a floppy.

20



Ravello

In the Ravello portal select “Blueprints” from the Library menu. Click the “Actions” link on
the “AutoLab 3.0” blueprint and select “Create Application”

[/ s Ravelo x (3 Ravello 1 Uploader x L\
€« C M @ htps://cloud ravellosysterns.com/# /library /blueprints P E2 SO =
‘. ravello Upgrade Help & Support & Alastair Cooke
Library > Blueprints
™ Name Description Qumer Created v
E_ Autolab 2.6 Mastair Cooke 401815 7:58 AM Actions
Library o
28 © noinx-tomcats-mysal Nginx, Torncat 6 and MySQL. A blugprint... Ravello Syst... 102/ Create application
Delete
20 @ nginx-tomcat?-postares Nginx, Tomcat 7 and postgres. A blueprin.. Ravello Syst. . 1072V TOTE AN Ections ~
1 @ noinx-tomcat6-postares Nginx, Tomcat 6 and Postgres. A bluepri... Ravello Syat... 101211410216 AN Actions
28 @ ngink-tomcat?-mysgl Nginx, Tomcat 7 and MySQL. A blueprint.. Ravello Syst. . 102114101 AM Actions
2 @ Ul-Test-Farm 1xHub vm (2cpu / 4G mem), 3xMNode vm.. Ravello Syst... 10/2913 4:57 PN Actions
Learn

Give the application a name and maybe a description, this is useful if you have multiple
AutoLab instances built.

Create Application

Name AutoLab 2.6

Description

Cancel

With the Ravello platform in the cloud it doesn’t make sense to access the Build Share
directly, over the Internet. To get the vSphere installers into the AutoLab we must attach the
ISOs to the NAS before we start the NAS VM.

On the Ravello platform you do not need the router VM, this is provided by the Ravello
platform.

When the Application is deployed, select the NAS VM on the Canvas. The click the Disks
tab and scroll down to the CDROM devices.
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' S5 Ravello x Y 3 Ravello ¥M Uploader x

& C f @ htips://cloud ravellosystems.com;/# /apps/

LA = \/=11 (o] Upgrade

\jl Applications > AutoLab 2.6

Applications + Save as Blueprint Publish

NAS oG

RDP @

Settings

Vs Canvas

RDP @

Ve

Host1 Host2

Host3

Learn
Data is saved.

AR RK 210

Help & Support

2 Alastair Cooke

Mot Published
Cloud Errors

] e —
Disks Network Services

W -

Brovrse

= o O
Summary ~ BGeneral  System
a 5

— ESXi Installer
Image

Controller  IDE

a

co vCentre Installer
Image

Controller  IDE

Browse

More «

Click browse to select one of the ISOs you uploaded. Attach the ESXi installer (VMware-
Vmvisorxxxx.iso) to one CDROM and vCentre installer (VMware-VIMSetupxxx.iso) to the

other CDROM.

Disk Images

Name &

centos-6
en_windows_server_2008_r2_with_sp1_x64_dvd_617601.iso
fedora-20

ubuntu-1404

Whdware-VIMSetup-all-6.0.0-2562643.is0

Viware-Vivvisor-Installer-6.0.0-2434585. x86_64.is0

Size

2GB

3092...

2GB

2252...

2676...

Imported

Tiesh4

S 4j22ns

&3 7i28h4

=3 4iz2h s

. . 42205

Cwner

Ravello Systems

Alastair Cooke

Ravello Systems

Ravello Systems

Alastair Cooke

A Aastair Cooke

When you are done with the VM it should have two ISOs connected, then click Save and wait
until you see “Data is saved” in the bottom left.
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‘. ravello Upgrade Help & Support

2 Alastair Cooke

N etwork

ﬂ Applications > AutoLab 2.6 Settings Canvas

Applications +

. Htat Published
Save as Blugprint 6 VMs PURIRRES o ud Errors

= ¥ O -
Summary ~ Gemeral  System Network  Services
NAS } e Ve -
i ] ESXi Installer
|
RDP @ P Image Vhwrare-Vdvisor-Instz
|
|
|
1 Controller  IDE
Host1 Host2 Host3 -
a
oo vCentre Installer
Image Vhare-Yivisor-Inste

Controller  IDE -

Data is saved. VORI Ale - M

Next attach the Windows Server 2012 or 2016 ISO to both the DC and the VC. It is best to
add the ISOs now, although you can do this just before the VMs are powered on if you forget.

Learn

- = o ]
¢'o° @ = Ll ]
Beneral  System Disks Network  Services
a a
— Install
Image

Controller  IDE

co Config

Image

Controller  IDE

Gancel

Once you have saved the changes to the NAS, DC and VC you should re-check that the
changes really have saved. If you move a bit fast then one change may overwrite another.

When you are sure that the ISOs are connected click Publish.
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Publish Application

Content of application: AutolLab V3.0-i

6vms 20cpus 32GB Memory 370GB pisk Space 1 Public IP Addresses

Optimize for  Cost

Location US East 5 M

* Location list may be a subset of all available regions depending on your VM hardware settings

Schedule application to stop in:  02:00hr
Advanced »

Detailed Pricing »

I usually Optimize for Performance and choose Amazon as the cloud platform, this usually
costs under $3.00 per hour. Make sure to open the Advanced option and uncheck the “Start
all VMs automatically” option. For the build we need to control when the VMs start.

The VMs in the blueprint are all set to prefer to use the Ravello hypervisor on bare metal,
which delivers superior performance. If you choose to optimize for performance then you
will be limited to Locations where this is available. To turn off this preference, open the
General tab on each VM and click “Advanced Configuration” then change the setting
“preferPhysicalHost” to false. Repeat this process for each of the six VMs.

Advanced Configuration

Parameter Name ~ Parameter Value

biosUuid
coresPerSocket
cpu-model

forceHypervisorType

legacyMode false
preferPhysicalHost true
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Next power on the DC and NAS at the same time. Click to select both and then click Start. I
usually select an Auto-Stop time of six hours for lab builds, it usually takes under four hours
but you want contingency for things not going according to plan. Like forgetting to come
back and power on the next set of VMs.

' 35 Ravello x { 3 Ravello ¥M Uploader x

€« C A & hitps://cloud.ravellosystems.com/# /apps/S7 246234/ /canvas HoEs9 =

Start VMs

The following Vs will be started:
o NAS
« DC

Set Application Auto-Stop . CR Never

Hours Minutes

Provided the right ISOs are attached the DC build will complete in a little over an hour. This
brings you quite a way into stage 6. Build the Lab. In particular the next stage is running the
Validate script in the DC.
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The virtual machines

The VMs in the download package are setup so you can install with as little RAM as
possible. To build the core lab (2 x ESXi, vCentre & supporting VMs) you will need quite a
bit of RAM. For vSphere 6.0 anything less than 20GB of physical RAM will need careful
management. vSphere 5.5 can be built with around 12GB of RAM. To build with VSAN,
View or vCloud you will need more RAM, and if you want to run a few nested VMs you will
need a bunch more RAM. Take a look at the Tuning AutoLab for RAM section for details of
what can be done with less RAM.

VM Name | Section | Role Minimum RAM Ideal RAM

DC Core Domain Controller 512MB 1GB

VC Core Virtual Centre &8GB 12GB

NAS Core Shared Storage 512MB 512MB

Router Core In and outbound access 256MB 256MB

Host1 Core ESXi Server 4GB 8GB or more

Host2

Host3

CS1 & View Connection Serve 1GB 2GB

CS2

SS View Security Server 512MB 1GB

vCloud vCloud | vCloud Director 1.5GB 3 GB or more

V1 Veeam | Veeam ONE 1GB 2GB or more

VBR Veeam | Veeam Backup & 1GB 2GB or more
Replication

The configuration of the operating system inside the VMs is documented in the “As Built
Documentation” section
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5. Download the licensed software

In addition to the AutoLab kit, lab host, and its virtualization software you will need a few
other pieces of software. Below is a list, evaluation versions are fine. For the older vSphere
and PowerCLI versions you will need an account with VMware or a good contact at VMware
or a VMware partner. The older version components are only required if you plan to build an
environment and then run the upgrade, i.e. 5.5 to 6.0 or 6.7.

Core Lab components

e vCenter and ESXi
o Versions you want to use; 4.1 to 6.7 are supported.
e VMware PowerCLI installer
o Use the same version as the oldest vSphere & vCenter version you will
deploy.
e VMware Tools windows.iso
o For VMware Workstation: located at C:\Program Files
(x86)\VMware\VMware Workstation\
o For VMware Fusion: Finder -> Applications -> Show Package Contents of
VMware Fusion -> Contents/Library/isoimages
e Microsoft Windows Server 2012 R2 or 2016 180 day trial DVD, ISO file. This must
be the trial ISO, not a full product ISO.

Optional Components

e View 5.0 to 7.5 installers

e VMware vCLI for vSphere

e Microsoft SQL Server 2008 R2 SP1 - Express Edition Management Studio

e VMware vVMA

e Microsoft Windows Server 2008 R2 180 day trial DVD, ISO file

e Microsoft Windows 2003 Server 32bit CDROM, ISO file

e Windows 10 ISO

e Windows 8 ISO

e Windows 7 ISO

e Windows XP ISO

¢ vCloud binary and vShield (aka vCloud Networking & Security) appliance
versions 1.5 & 5.1 are supported.

e Veeam ONE and Veeam Backup & Replication installers
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6. Build the Lab

These steps use the full set of automation to build a complete lab environment. The steps
should be completed in order with each step completing before starting the next step. The
build steps are the same irrespective of the outer virtualization platform, i.e. Workstation,
ESXi or Fusion.

You may choose not to use all of the vSphere build automation; I suggest you start with a
complete fully automated build to make sure that all of the parts are in the right place. Once
your first lab build is complete it’s a fairly simple matter to rebuild with less automation so
you can manually complete the tasks that you wish to learn, there is a section later about
rebuilding.

Task 1 — Prepare the prebuilt VMs

Extract the vSphere AutoLab archive to a folder and open all the VMs with VMware
Workstation or Fusion.

When you power on each VM you may be asked whether you moved or copied the VM.
Always answer “I copied it” for these VMs, this way a new UUID and MAC address is
assigned for each VM and makes running multiple isolated copies of the lab possible.

- This virtual machine might have been moved
\ | or copied.

In order to configure certain management and
networking features, VMware Workstation
needs to know if this virtual machine was
moved or copied.

If you don't know, answer "I copied it".

Imovedit | | Icopedit |

Router

The Router VM is used to allow outbound connectivity from the AutoLab network and
inbound management. The Router is required for the Windows Server 2012 evaluation to
activate, without Internet access the Windows Evaluation will fail to install. If you are
building the lab on ESXi then you will need the router to allow access to the lab. If you are
building on Ravello then there is no Router VM, it’s role is filled by the Ravello platform.

Power on the Router VM, wait for it to boot to the logon prompt. The router published the
windows share “Build” from the NAS through its external interface; this is the IP address at
the end of the line “WAN (wan) ->em0 ->v4/DHCP”. This is useful if you don’t have a PC
connected to the Lab network such as deploying a lab on ESX.
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Starting Zusr/local/etc/rc.d/vMware-kmod.sh...done.

[UMuare memory control driver initialized

[pfSense 2.4.3-RELEASE (Patch 1) amd64 Thu May 18 15:82:52 CDT 2818
Bootup complete

[FreeBSD/amd64 (pfSense. localdomain) (ttyvB)
[UMuare Virtual Machine - Netgate Device ID: 7288baBe2988e6f15df5S
pexx Welcome to pfSense 2.4.3-RELEASE-pl (amd64) on pfSense xxx

WAN (wan) -> emd -> vd/DHCP4: 192.168.28.219/24
LAN (lan) -> eml -> vd: 192.168.199.2/24

8) Logout (SSH only) 9) pfTop
Assign Interfaces 18) Filter Logs
2) Set interface(s) IP address 11) Restart webConfigurator
Reset webConfigurator password 12) PHP shell + pfSense tools
) Reset to factory defaults 13) Update from console
5) Reb S 14) Enable Secure Shell (sshd)
) 15) Restore recent configuration
16) Restart PHP-FPM

NAS

Power on the NAS VM, wait for it to boot to the logon prompt
FreeBSD/i386 (freenas.lab.local) (ttyuB)
Console setup

1) Configure Network Interfaces
2) Configure Link Aggregation
3) Create ULAN Interface

4) Configure Default Route

5) Configure Static Routes

6) Configure

7) Reset WebG gin credentials
8) Reset to factory defaults

9) Shell

18) Reboot

11) Shutdown

You may try the following URLs to access the web user interface:

http
http

Enter an option from 1-11: J|

If you watch the console of the NAS VM you may see messages about not having enough
RAM for ZFS, this does not cause any issues and can be ignored

If your PC has an IP address on the VMNet3 network, it is usually 192.168.199.1. Ping
192.168.199.7 which is the NAS, if this succeeds open the window share
\\192.168.199.7\Build. If the ping fails then you can access though the NAS using the
external IP address of the router. In the example above the external address is 192.168.20.118
(it’s on the Waiting for DHCPOFFER on ethO line) so the share is \\192.168.20.118\Build.

VMware Fusion note: Using Finder, press Command+K to open the “Connect to Server...”
dialog box. Enter smb://192.168.199.7 and connect as Guest. If you connect as a named user
or connect using NFS, your user permissions will write the files in a way that renders them
inaccessible. (This can be fixed with chown & chmod if you’ve already made this mistake.)

On Ravello the build share is populated by attaching the vSphere install ISOs to the NAS
VM before it is powered on. If you miss this stage then attach the ISOs and restart the NAS
VM. On Ravello you can power on the DC at the same time as the NAS, by the time the DC
needs files from the NAS it will have finished copying from the ISOs. The DC will take
approximately an hour to build, you can open the VM console, or just go do something else
while you wait.

Populate the build Share

The build share is the central repository for the installers and scripts that are used inside the
AutoLab, all of the software that will be used must be on this share before the rest of the
builds begin. There are folders for each piece of software; most of these folders need to have
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the ISO files extracted into them. The only ISO files that are required are the Windows 2012,
Windows 2003 and XP install ISOs placed in the root folder; all sub folders should contain
files extracted from ISOs or ZIP files.

Here are the contents of an empty build share:

Name ~ | Date modified Type
Automate 10/04/2015 12:33 p...  File folder
ESX41 20{09§2012 6:36 p.m.  File folder
ES¥i41 20/09/2012 6:36 p.m.  File folder
ESXiS0 20/09/2012 6:36 p.m.  File folder
ESXiS1 3/01/2013 7:51 a.m.  File folder
ESXiSS 14/02{2014 7:15 a.m.  File folder
ESKi60 1/04/2015 4:48 p.m.  File folder
vCD_15 12{11j2012 12:14 p... File folder
vCD_51 12{11/2012 12:14 p... File folder
Yeeaml 20/09/2012 6:36 p.m.  File folder
YeeamBR 20/09/2012 6:36 p.m.  File folder
WiewS0 20{09/2012 6:36 p.m.  File folder
YiewS1 20{09/2012 6:36 p.m.  File folder
Yiews2 14/01/2014 10:06 a...  File folder
ViewS3 14/01/2014 10:06 a...  File folder
Yiew6s0 2/09/2014 11:46 a.m.  File folder
YIM_41 20/09{2012 6:25 p.m.  File folder
YIM_50 20/09/2012 6:25 p.m.  File folder
YIM_S51 23/09/2012 12:53 p... File folder
YIM_SS 14/02{2014 7:15 a.m.  File folder
YIM_60 1/04/2015 4:48 p.m.  File folder
YMTools 20/09/2012 6:36 p.m.  File folder

| Changelog.txt 7/04/2015 11:24 a.m.  Text Document

Core lab requirements:

The ESXi folders need to have the ESXi installer ISO placed in or extracted into them. If you
are using Fusion then I suggest you copy in ISOs, there can be issues with file naming if you
copy the extracted files.

The VIM folders need to have the vCenter installers extracted into them.
VMware-PowerCLI-xxxx.exe - the installer for PowerCLI renamed. Do not use a newer
version of PowerCLI than your vCenter as this will cause scripts to fail.

Additional Components:

The vCD folders should contain the vCloud director installer binary and vShield OVA as
well as the Oracle installer rpm package, the vCloud install section below has links to
download sources.

The View folders should hold the View Agent, Composer and Connection server installers
for the View version.

WinXP.ISO — Windows XP 32bit with SP3 install ISO, also used to create unattended install
ISO for nested VM for View

Win7.ISO — Windows 7 64bit evaluation install ISO, to install windows in a nested VM
Win8.ISO — Windows 8 64bit evaluation install ISO, to install windows in a nested VM
Win10.ISO — Windows 10 64bit evaluation install ISO, to install windows in a nested VM
Win2K3.ISO — Windows 2003 Server 32bit install ISO, to create an unattended Win2K3
install ISO in the VC build and then install windows in a nested VM

Win2008.ISO — Windows 2008 Server 64bit evaluation install ISO, to install windows in a
nested VM

Win2012.ISO — Windows 2012 Server 64bit evaluation install ISO, to install windows in a
nested VM
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Win2016.ISO — Windows 2016 Server 64bit evaluation install ISO, to install windows in a
nested VM

SQLManagementStudio_x64 ENU.exe — Microsoft SQL Server 2008 R2 SP1 - Express
Edition Management Studio installer, will be installed on DC so you can do database
troubleshooting. Download from
http://go.microsoft.com/fwlink/?LinkID=228417 &clcid=0x409

VMware-vSphere-CLI.exe - so you can play with command lines without using the VMA
The VMTools folder must contain the extracted contents of the Windows VMware Tools
ISO for the outer virtualization platform, for VMware Workstation the ISO can be found in
C:\Program Files (x86)\VMware\VMware Workstation\windows.iso Provided your AutoLab
has Internet access the correct VMTools will be downloaded when the DC builds.

The Veeam folders are really for organization, as I haven’t managed to automate the Veeam
software installs.

A fully populated Build share looks like this:

Name | Date modified Type ~ Size

Automate 12/04/2015 3:18 p.m.  File folder

ESX41 20/09/2012 8:36 p.m.  File folder

ESXi41 20/09/2012 8:36 p.m.  File folder

ESXiSO 20/09/2012 8:36 p.m.  File folder

ESXiS1 3/01/2013 10:51 a.m.  File folder

ESXISS 7/10j2013 12:18 p.m.  File Folder

ESXi60 23{04/2015 2:12 p.m.  File folder

vCD_15 12/11{2012 3:14 p.m.  File folder

vCD_51 12/11/2012 3:14 p.m.  File folder

Veeam1 204092012 8:36 p.m.  File folder

YeeamBR. 20/09/2012 8:36 p.m.  File folder

ViewS0 23/04{2015 2:12 p.m.  File folder

YiewS1 23/04/2015 2:12 p.m.  File folder

ViewS2 23(04/2015 2:12 p.m.  File Folder

ViewS3 23/04/2015 2:13 p.m.  File folder

Views0 23(04/2015 2:13 p.m.  File Folder

VIM_41 20/09{2012 8:25 p.m.  File folder

¥IM_S0 20/09/2012 8:25 p.m.  File folder

¥IM_51 23/09/2012 2:53 p.m.  File folder

YIM_S5 7/10j2013 12:19 p.m.  File Folder

YIM_60 23(04/2015 2:12 p.m.  File folder

YMTools 23/04/2015 2:37 p.m.  File folder
7] 5QLManagementStudio_x64_ENU.exe 26/09/2011 3:36 p.m,  Application 167,375 KB
E YMware-PowerCLI-5.0,0-3501.exe 12/09{2011 6:49 p.m.  Application 92,689 KB
B vMware-PowerCLI-5.1,0-793510.exe 20{11/2012 9:57 a.m.  Application 96,509 KB
E YMware-PowerCLI-5.5.0-1295336.exe 7/10/2013 10:43 a.m.  Application 196,761 KB
E YMware-PowerCLI-5.8.0-2057893.exe 7/04/2015 9:01 a.m.  Application 194,870 KB
E YMware-PowerCLI-6.0.0-2548067 .exe 30/03/2015 11:47 a... Application 58,696 KB
L VMware-vSphere-CLLexe 14/04/2012 9:38 a.m.  Application 48,683 KB
| ChangeLog.txt 7/04/2015 1:24 p.m. TXT File 3KB
® Win2k3.iso 11/08/2008 12:43 p... Virtual CloneDrive 586,488 KB
®] Win2012.150 5/08/2014 3:33 p.m.  Virtual CloneDrive 4,435,832 KB
\® WinXP.iso 30{10{2005 5:02 p.m.  Virtual CloneDrive 593,018 KB

In my lab the fully populated Build share contains 30+GB of files, if you don’t have all of the
vSphere versions or other software in your lab then your Build share will be smaller.
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192.168.199.7) (B:) Properties

ecuity | Previous Versions | Customize |

37 Build

<

Type: Network Drive
File system: ~ NTFS

. Used space: 30,727,245,824 bytes 286GB
. Free space: 51,707 ,940,864 bytes 481GB

Capacity: 82,435,186,688 bytes 76.7GB

Drive B:

OK I Cancel Apply

Automation Control

In the Automate folder on the build share you will find Automate.ini, this file controls the
level of build automation. The file has the following entries:

TZ: allows the automatic setting of the Time Zone in the Windows VMs, it uses the TZUtil
command, to get the right text for this run tzutil /g on your PC and paste the result in
place of my time zone.

VClnstall: Alows the automatic installation of vCenter in the VC VM, the VClnstallOptions
line shows valid choices. None simply installs the VMTools. Base also installs SQLNative
client and makes a couple of other convenient changes. Version numbers mean automatically
install vCenter.

AutoAddHosts: If set to true runs the add hosts script when the VC build completes. The
ESXi servers must be built prior to VC being built.

AdminPWD: Sets a new default password for all accounts. This should be set to something
other than VMwarel! For good security, particularly if you access this lab over the Internet.
Unfortunately many special characters are stripped by PowerShell as the string is read, avoid
using any either $ or °

BuildDatastores, BuildVM and ProductKey: These control how much the script to add
hosts to the vCenter server will do, anything you want to do yourself you can turn off. These
settings don’t affect the VC build. The ProductKey line is for your Windows 2003 Server
product key for use with nested VMs.

Viewlnstall, BuildViewVM and ViewVMProductKey: Automatically install View, the
version to install, whether to build a Windows XP VM and what product key to use in the
Windows XP VM.
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=IDix]

File Edit Format VYiew Help

[[automation] i =
Tz=New zealand Standard Time

VCInstall=60
vCInstalloptions=4,5,51,55,60,N0ne,Base
AutoaddHosts=False

AUT OVCNS=NO

DeployvuM=true

\admi npwd=vMwarel!

Buildpatastores=True
BuildvM=true
Buildoptions=True,False
P 0duCT Ky =>X0000= X000 = X0 XX =300
viewInstall=None
iviewInstalloptions=50,51,52,53,60,None
BuildviewvM=true

[V eWVMPT 00U CT K@y =X0000 X000~ X000 = X0 =K

KMSIP=0.0.0.0

=

For the initial test build I suggest having the automation fully build vSphere, datastores and
VMs. This way you can be sure all the sources and setup steps work. Subsequent rebuilds can
be less automated to allow you to do tasks manually.

Do not move on to Task 2 until the build share is fully populated and you are happy with the
automation options in the automate.ini file.

Task 2 - Build DC, Windows Infrastructure

On both the VC and DC VMs make sure the CDROM drive is connected to a Windows
Server 2012 R2 or 2016 evaluation ISO, connected at power on is recommended. Also make
sure that the right config ISO image is connected, on Workstation and Fusion this is part of
the package that you downloaded. On ESXi you may have to re-attach the config ISO to the
second CDROM drive. Backup copies of the config ISO images can be found on the build
share in \Automate\BootFloppies.

Power on the DC VM to start the unattended install. The first time you boot this VM it has a
blank hard disk, so it will boot from the Windows installer CD and begin the build process.
On subsequent reboots the installer will pass boot over to the hard disk unless you press a
key. Pressing a key at this prompt will completely rebuild the VM with no confirmation.

The VM will boot from the Windows Server CDROM and use “autounattend.xml” file on the
config ISO image to automate the Windows install. This will take some time, go talk to your
family for a while, or read some documentation to pass the time. On my laptop this takes
around an hour. No input will be required from you through this process and you cannot start
the other installs until it is complete.
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e - ]

After installing AD the VM will restart and install SQL Express and setup the PXE
environment followed by installing the VMware tools. If these steps fail or does not start
make sure your NAS VM is running and that you setup the Build share as outlined in task 1.

————
FREG ame®

After the entire automated install completes the VM will reboot a final time, returning to the
desktop as auto-logon is setup. At this point the Domain Controller is setup and ready.

If the PowerShell shortcut called Validate is missing from the desktop then the build may not
be complete, check with the build log in c:\Buildlog.txt. There is also a troubleshooting
section at the end of this guide which may help you resolve any issues.
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There is a script to test that the build has completed successfully, and that the Build share was
correctly populated. Double click the Validate icon on the desktop.

2 Administrator: Validate

ating DC
ating required Build share components.
1 & H o

und.

y Domain Services running.

running.

al result

Build looks good

Move on to the next stage

Press <Enter> to exit:

As you would expect green is good, yellow is OK, red not so good. If your Autiomate.ini file
does not change the default password you will be asked to set a new default password and the
existing accounts will have their password updated. If the build share is not correctly
populated then the DC VM will need rebuilding as most software installers come from the
build share. There is a log of the build in c:\Buildlog.txt which may help; the BuildLog
shortcut on the desktop opens this file.

Once the Validate script completes with green you are ready for task 3.

Task 3 - Build ESXi servers

Power on the ESX VMs one at a time, once the first starts the automated build you can move
on to the second. If you plan to build as ESX 4.1 then change the OS type on the VMs to
reflect.

When the VMs boot they will use PXE to load a menu from the DC, use the keyboard arrow
keys to choose the option for the ESXi version and host number you wish to install. For each
ESXi version there is a menu allowing the automated build of each ESXi host or a manual
install from the network. The automated installs build with the standard IP addresses and
little post build customization. The manual install behaves exactly as if you had booted from
the ESXi installer ISO, asking you for all the required build information. You can find the
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required information in the As Built section of this document. For the initial test build use the
automated builds for the same ESXi version as your vCenter.

gutlGral S hand disk
A1 S R S
XN URantonated builds

EsXaaP R antonated builds
pEHGHdirector antomated build

F

HELIE b MEnn
ESXANGP SRl i s talll

WIGET 2RO atea NS tall
HoststAntonated Install
HostdsAntonated Install

After the build your ESX server will be ready

VMuare ESXi 5.5.0 (WMKernel Release Build 1331820)
ware Virtual Platforn

Intel(R) Core(TM) i?-3770 CPU @ 3.48GHz
4 GIB Menory

Dounload tools to manage this host from:
http://host1/

http://192.168.199.11/ (STATIC)
http://[fe80: :20c:29Ff :fedd:deebl/ (STATIC)

<F2> Custonize Systen/Vieu Logs <F12> Shut Doun/Restart

If your physical machine has less than the recommended amount of RAM then refer to the
memory optimization section.

Build the second ESXi host as required. Confirm that both ESX servers have the correct static
IP addresses before moving to the next stage.

Task 4 - Build VC, vCenter server

This process begins the same as the DC build, attach the ISOs\. Then boot from the Windows
install disk, the config ISO contains the “autounattend.xml” file.

Power on the VC VM and allow it to boot from the CD, as with the DC VM booting from the
CD will always rebuild without any prompt. This build will take another hour, leave it alone
and do something else.

During the VC build you may see a Windows Installer error 1618, you can safely ignore this.
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VMware Product Installation

An error occured instaling the package. Windows Installer returned '1618",

Moot | Rety | 1goe |

When the automation that you chose in the Automate.ini file completes the VM will be left
logged on and configured with Autologon for your convenience.

va

RecydeBn  desktop.i

EYE F R

There are a few scripts that can be run on the VC; they are wrapped up in the Script Menu
script on the desktop. The menu script does not require elevated privileges but some of the
other scripts will prompt for permission to elevate when they are launched.

o

Ualidate this server’s build
Open build log

Add ESXi Hosts to uCenter and configure cluster

Add route to the Internet so UUM can download updates
Install vShield 5.8 for uCloud 1.5

Shutdown Lab servers

The same validate script that ran on the DC can be run on the vCenter server to validate it’s
build and there is a build log in C:\Buildlog.txt, both are available in the Script Menu.
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s running as administrator
» events from system eventlog on DC
TineGenerated Message
4/23/2015 2:39:34 PM The description for Event ID ’-1873727274° in Source ’D...

Ualidating required Build share components.
bCenter 4.1 & ESXi 4.1 not found.

6.8 found.
ound.
180 found.

d.
Install

ation file found.

ry Domain Services running.

$> running.

Build looks good

It may take a few minutes after you are able to login before all the services are started, be
patient as the “VMware VirtualCenter Management Webservice” can take a few minutes to
start so don’t worry of validation fails on that, give it five more minutes.

The desktop shortcut named vSphere launches the vSphere client and automatically logs into
VC as the current logged on desktop user. PuTTY has pre-configured configurations for
accessing the ESXi hosts and VMA, if you deploy the VMA.

Task 5 - Populate vCenter

If you put the AutoAddHosts=true line in your automate.ini file then this has already been
done as part of the VC build, otherwise you can do this now.

To add the ESXi servers to vCenter, setup an HA and DRS cluster as well as networking and
datastores on the ESXi servers use the Add ESXi hosts... option from the menu in the
AutoLab Script Menu shortcut on the desktop.

uild
2 Open build log

3 Add ESXi Hosts to vCenter and configure cluster

4 Add route to the Internet so UUM can download updates

The script will execute with a minimal amount of feedback, some yellow warning messages
are usual, red means something has gone wrong.
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Bulldlng P

Determining automate.ini setting:
Datastores will he bhuilt and added to vCenter.
Windows 2083 UM for Lab will be created.
Windo XP UM for UMware Uiew Lab to he bhuilt.
Connect to vCenter; t takes a while and may show a warning in yellow
Create datacentel and cluster
thost1.lal
WARNING: Set UI‘IHuotﬂduancedConflgulatlon cmdlet is deprecated. Use
Set—AdvancedSetting cmdlet instead.
Conf iguring netuork
WARNI Nt The ’Nic’ parameter of ’Set-UirtualSwitch’ cmdlet is deprecated. Use
it he 'ﬂdd UirtualSwitchPhysicalNetworkAdapter’ cmdlet instead.
WARNING: The configured number of switch ports will not he applied to ESX hosts
5.5 and newer. These switches are always elastic.
Add NFS datastores
Conf iguring iSCSI
fhost2.lah.local
Conf iguring network.
WARNING: The configured number of switch ports will not be applied to ESX hosts
hese switches are always elastic.

Conf iguring
estarting all hosts for consistency. This will take a few minutes.
11 h s

ister all UMs found on exi: s
up HA on cluster since shar ge is configured.
Waiting two minutes for HA to complete conflguratlun.

Configuration complete, press <Enter> to continue.

If you selected the options to create VMs and datastores in the Automate.ini file then the
script will create these, if existing datastores and VMs exist these will be added to the
vCenter inventory.
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Lab Build Time

This table gives an indication of the time to build a core vSphere lab using a computer with a
quad core 17, lots of RAM and an SSD, your mileage will vary.

0:00 — Start, power on NAS and copy in contents of Build share
0:15 - Power on VC VM, build automated

1:15 - DC built, power on VC VM, Windows build

2:00 - VC Built, power on Host1 and select ESXi 5 build

2:15 - Host1 built, power on Host2 and select ESXi 5 build
2:30 - Host2 built, run AddHosts script

3:00 - Cluster Built, datastores built and first VM installing operating system
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Shutting the lab down

Since the lab takes up so much of the resources on a PC you will probably want to shut it
down when you’re not actively working on it. The Shutdown Lab Servers option from the
AutoLab Script Menu on the VC desktop runs a PowerShell script that will quickly but
cleanly power down everything except the NAS and Router VMs, which can be powered off
using VMware Workstation power control. The first time the shutdown script is run after a
VC rebuild you will need to confirm storing the SSH keys for the NAS, router and vCloud
VMs (if these are running).

5 [vSphere PowerCLI] Connected to vc.lab.local as LABvi-admin [_[O] I

S}Iuttlng down your lah
snapin

re one or more prohlems with the server certificate:
* The X509 chain could not be bhuilt up to the root certificate.

Shutdown any running UMs

- oc
doun b Tocal
Router
s not cached in the registry. You
is the computer you

The server’s rsa2 key finger
ssh-rsa 1040 84:8h:12:50:08: 5:47:d4:59:8d4:10:25:5f:a8
rust this host,. enter add the key to
ache and carry on co .
If you want to carry on connecting once, without
adding the key to the cache, ente
If you do not trust this host, press Return to abandon the

The server’s rsa2 key finger

ssh-rsa 2048 a4:1c:72:51:5¢:87: 6f da cB:3e:e?:caza2:h2:h3:eB
If you trust this host. enter “y" to add the key to

uITY’s cache and carry on connectlng

If you want to carry on connecting without
adding the key to the cache, enter '.

If you do not trust this host, press Return to abandon the
connection.

Store key in cache? (y/n)>

41



Accessing the built lab

While the VMware Workstation console is perfectly functional you may wish to use guest OS
native tools, like RDP. If your PC has an IP address on the lab subnet then you may use these
directly. Alternatively the Router VM provides access to the lab from its external IP address.

Some access to the lab is published through the router. In the example below the external IP
address of the router is 192.168.111.219, I use a DHCP reservation and a fixed MAC address
on my router VM to keep this IP address consistent in my lab.

xxx Welcome to pfSense 2.4.3-RELEASE-pl1 (amdB64) on pfSense sxx

WAN (wan) -> emB -> v4/DHCP4: 192.168.20.219/24
LAN (lan) -> eml -> vd4: 192.168.199.2/24

Windows sharing from the NAS VM is published on the normal ports so you can access the
Build share through the routers external IP address.

§Uv| L » Network » 192168111130 » Build »

Organize v New folder
¥ Favorites Name Date modified Type
Bl Desktop . Automate 16/02/201310:15 a...  File folder
& Downloads . ESX41 7/03/20137:21 a....  File folder
i Recent Places . ESXi41 7/03/20137:21 a....  File folder

. ESXi50 7/03/2013 7:22 a....  File folder

The management web interface of the NAS VM is available on the standard HTTP port 80 of
the router’s external IP address.

£ http://192.168.111.130/account/login/?next=/ - Windows Internet Explorer

@E:"" hitp:/f192... O 2] | B/ 42| X | igf 192.168.111.130

Welcome to FreeNAS™ 8.2.0-RELEASE

Please log in.

Username l |

Password

‘ Log In ‘

The VC VM is available via RDP on the external IP address of the router using the default
RDP port of 3389.
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C® Remote Desktop Connection M= B3

| Remote Desktop
"¢ Connection

Computer: | 192.168.111.130 =
User name:  MNone specified

You will be asked for credentials when you connect.

v Showgptionsl Connect I Help |

The DC VM is available via RDP on the external IP address of the router using port 3388.

C% Remote Desktop Connection M= B3

| Remote Desktop
"¢ Connection

Computer: | 192.168.111.130:338¢) =

The router also provides access to SSH access to the ESXi servers and VMA, this allows
PuTTY or another SSH client to connect to these VMs from your external network.

Hostl on port 122
Host2 on port 222
VMA on port 22

The management interface of the Router is the main thing that cannot be accessed from the
external network; this is at http://192.168.199.2:82 on the internal network.
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As Built Documentation

The following information outlines the built environment when all of the automation is
executed correctly. This is also useful if you are manually building to the same standard or
extending the AutoLab to cover additional products.

IP Addressing

Main network
VLANID None
Subnet 192.168.199.0
Subnet Mask 255.255.255.0
Gateway 192.168.199.2
DHCEP server 192.168.199.4
DNS Zone lab.local
DHCP Scope 192.168.199.100 —

192.168.199.199

Host physical PC 192.168.199.1

Router (gateway)

192.168.199.2

gw.lab.local

Domain Controller

192.168.199.4

dc.lab.local

vCenter server

192.168.199.5

vc.lab.local

vCenter Management Appliance

192.168.199.6

vma.lab.local

FreeNAS

192.168.199.7, nas.lab.local

Host1

192.168.199.11

host1.lab.local

Host2

192.168.199.12

host2.1ab.local

View Connection Server 1

192.168.199.33

csl.lab.local

View Connection Server 2

192.168.199.34

cs2.lab.local

View Security Server

192.168.199.35

ss.lab.local

Veeam ONE server

192.168.199.36

v1.lab.local

Veeam Backup &Replication
Server

192.168.199.37

vbr.lab.local

vCloud Director

192.168.199.38

ved.lab.local

vCloud Proxy 192.168.199.39 ved-proxy.lab.local

vShield Manager 192.168.199.40 vshield.lab.local
Internal Network

VLAN ID 16

Subnet 172.16.199.0

Subnet Mask 255.255.255.0

Hostl VMotion 172.16.199.11

Host2 VMotion 172.16.199.12

Hostl FT Logging 172.16.199.21

Host2 FT Logging 172.16.199.22
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Host2 as ESX 4.1Service Console for HA Heartbeat

172.16.199.42

IP Storage Network

VLAN ID 17
Subnet 172.17.199.0
Subnet Mask 255.255.255.0

Host1 IPStore 1

172.17.199.11

Host2 IPStore 1

172.17.199.12

Host1 IPStore 2

172.17.199.21

Host2 [PStore 2

172.17.199.22

UserlIDs

The follow user accounts are built into the standard lab build, Windows accounts have their
password set from the Automate.ini file on the build share.

Username

Password

Lab.local domain

Administrator

From Automate.ini

vSphere Administration

LAB\vi-admin

From Automate.ini

Veeam services

LAB\SVC Veeam

From Automate.ini

vCloud access to vCenter

LAB\SVC vCD

From Automate.ini

SRM services (not yet used)

LAB\SVC_SRM

From Automate.ini

Router web admin admin VMwarel!

NAS administration admin VMwarel!

vCloud server root VMwarel!

VMA vi-admin VMw@rel!

Ada Lovelace ada From Automate.ini
Alan Turing alan From Automate.ini
Charles Babbage charles From Automate.ini
Grace Hopper grace From Automate.ini

Databases

The following databases are created in the DC build, all userIDs are SQL users, all passwords

are VMwarel!

DB Name Password Owner Function

vCenter VMwarel! Vpx vCenter

VUM VMwarel! Vpx Update Manager
ViewEvents VMwarel! VMview View Events
ViewComposer VMwarel! VMview View Composer

SRM VMwarel! VMSRM Site Recovery Manager
SRMRep VMwarel! VMSRM vSphere Replication
RSA VMwarel ! RSA USER vCenter 5.1 SSO
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Host Network

vMotion and Management Network VMkernel ports have symmetric NIC teaming on
VMnic0 and VMnicl; each active on one and standby on the other. Both ports are enabled for
Management traffic to provide redundant HA heart beating. There is no routing between the
subnets; the default gateway for the ESXi servers is on the 192.168.199.0 subnet.

469512 | Evahuation (60 days remaksieg)

Host and Shared Storage

ISCSI port binding is not implemented, nor is the NIC teaming configuration required for
port binding.

S Saltmare Adagher
L= 19900 com. e bt |
PALKA For 301X/ 4 600K/ MK 1D€ Controdier

vt

© Mormal Prees EC5IOvk (110 FresAS FroehAs,
© Momal  FreehS G051 DH (110 FresAS, Freehs,
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Rebuild Process

Open Source Infrastructure

The NAS VM should not require rebuilding, nor should the router. If either of these machines
requires rebuild then you should probably redeploy the entire lab kit from the download.

Windows Servers

The DC VM should only require rebuilding to renew licensing. If you are using a 180 day
trial license then it will require rebuilding every 180 days. Rebuilding the DC VM simply
requires a reboot that is interrupted at the “Press and key to boot from the CD” stage.
Rebuilding the DC VM will require the rest of the lab to be rebuilt.

The VC VM will be rebuilt more frequently, to change vCenter versions or simply to refresh
the lab setup. Rebuilding the VC VM simply requires a reboot that is interrupted at the “Press
and key to boot from the CD” stage. The vCenter 5.1 installer does not properly overwrite an
existing SSO database; consequently the DC upgrade script must be run to reset the database.
There is a desktop shortcut called Upgrade on the DC for this script; the shortcut must be
“Run as Administrator”. The upgrade script will also update the PXE configuration for new
ESXi versions added to the build share. After running the upgrade script you must rebuild the
VC.

After VC is rebuilt you can re-run the Add ESXi Hosts to vCenter and configure cluster
script from the AutoLab Script Menu to re-add the ESXi servers to the new vCenter. The
ESXi servers shouldn’t require rebuild and all datastores and VMs should be added to the
inventory.

ESXi Hosts

The ESX servers can be rebuilt by choosing a build option from the PXE boot menu rather
than letting the timer expire.

If you are rebuilding the ESXi hosts and not vCenter then delete the cluster from the
inventory before running the Add ESXi Hosts to vCenter and configure cluster script from
the AutoLab Script Menu. The script will skip creating datastores and the WinTemplate VM
if they already exist, WinTemplate will be added to the inventory as a VM or Template if it’s
found in the location where the script creates it.

Concurrent Rebuilds

If your Lab platform has sufficient resources it is possible to concurrently rebuild the ESXi
VMs, potentially while rebuilding the VC VM. The DC and NAS VMs must be built and
operational for the other VMs to rebuild. Usually disk and CPU are the limiting resource for
rebuilds. An SSD to store the VMs on and a Quad Core CPU will help here.
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Tuning AutoLab for RAM

RAM is expensive, just like in your production vSphere it is liely to be the scarce resource in
your AutoLab. The Ravello platform allows you rent a platform with a lot of RAM, itis a
good option if you need short term lab with a lot of resource.

You will find that the nested cluster cannot hold a lot of VMs, the lab includes a tiny Linux
VM called TTYLinux which you can clone to get a few VMs. Take a look at
http://ttylinux.net/ to learn more about TTY Linux.

vSphere 6.0

ESXi 6.0 requires 4GB of RAM to install and 3.5GB of RAM to operate after it is installed,
meaning two ESXi 6.0 host will require 7GB of RAM.

vCentre 6.0 will not install with less than 8GB of RAM, however after install it can use as
little as 4GB of RAM. If your physical host has 16 GB of RAM you may be able to build 2
ESXi hosts and then VC by allowing some VM RAM to be swapped. After building vCentre
drop its RAM to 4GB.

vSphere 5.5

As ESXi 5.5 requires 4GB of RAM to install the ESXi VMs are configured for 4GB each. To
fit in the 8 GB minimum host these VMs need to be reduced to 2GB each after ESXi is
installed.

If you have 16GB of RAM you can run all three host VMs with 4GB each. If you have 32GB
then you can increase them to 6GB and get VSAN to work.

vSphere 5.0 and earlier

Older vSphere versions are much less demanding and will allow a core lab on a physical host
with only 8GB of RAM.

ESXi servers can have 2GB of RAM configured and vCentre 1.5GB.
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VMware View Installation

Three shell VMs are provided with the lab kit, these provide the main components of the
View environment. To run these VMs under Workstation with 8GB of RAM it is easiest to
power down one of the ESXi hosts.

Automated Installation

Edit the file B:\Automate\Automate.ini on the build share; the following lines are relevant to
the View build:

ViewInstall=None

ViewInstallOptions=75, 70, 60, 53, 52, 51, 50, None

BuildvViewVM=ask

BuildViewVMOptions=True, False
ViewVMProductKey=XXXXX-XXXXX-XXXXKX-XXXXX-XXXXX

Edit the ViewlInstall line for the version of View You wish to install, make sure you have
placed the files in the folder on the build share. Edit the BuildViewVM line to choose
whether to build the first Windows XP VM, make sure the Windows install ISO is in the root
of the build share and named WinXP.iso. Edit the ViewVMProductKey line to reflect the
product key for the version of Windows XP in your WinXP.iso file. The vCenter build script
will create fully unattended install ISOs for both Windows 2003 and Windows XP

The View Composer software will be installed on the VC when it is rebuilt; alternatively you
can install yourself using the manual install information. If you chose to have the View VM
built it will be created as part of the Add Hosts to vCenter script on the VC, option 3 in the
AutoLab Script Menu.

Connection server software will be installed on both CS1 and CS2 VMs; these will be
replicas for View purposes. You usually only want one Connection server in the lab but
replicas are useful for testing load balancing connection servers or testing Tags. With View
5.0 the vCenter server will be added to the View configuration along with its View composer
function. View 5.1 and later presents some issues with certificates so the VC isn’t
automatically added to View although it is still installed. View Composer domains do not
appear to be able to be added automatically using PowerShell, so you will need to set this up
yourself.

Before building the Security server VM (SS) you must set a pairing password on CS1 using
the View administration page. Set the usual password of VMwarel! And make sure you build
SS before the password expires. The Events Database will also require configuration using
the information below, again this does not appear to be automatable using PowerShell.
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Manual View Installation

The default B:\Automate\Automate.ini does not automate the View install. To manually
install you will want the following information:

Location of install files B:\View50 or B:\View51

Configuration item Value

Server Functions

First Connection Server CS1

Second Connection server CS2

Security Server SS

View Composer

Server VC

Database Server DC\SQLEXPRESS
Database ViewComposer
Database User VMView

Database Password VMwarel!

View Events Database

Database Server DC\SQLEXPRESS
Database Type Microsoft SQL Server
Database Port: 1433

Database Name ViewEvents
Database User VMView

Database Password VMwarel!
Database Table Prefix VE
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Running Multiple AutoLabs

One aim in AutoLab was to make it easy for a team to share one ESXi server and each team
member to have their own AutoLab. Each instance of AutoLab will require it’s own
PortGroup with a unique VLAN ID. If each AutoLab instance can be contained within one
ESXi host then an internal-only vSwitch can be used. If AutoLab instances will span multiple
ESXi hosts, say a DRS cluster, then the prortgroup must be connected via physicla NICs &
swicthes with VLANSs. The router VMs will need to connect to the same external network but
will each use only a single IP address for the whole AutoLab instance.

You will want to use the OVF deployment and leave the vApp in place, that way you can
have the same VM name in each AutoLab instance. Do keep in mind that the VM folders on
the datastores will be the same, so if two instances share a datastore the VM folder names
won’t all match the VM names.
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Troubleshooting

A few things can go wrong along the way here are some we’ve seen

DC Build stalls

If the NAS is not accessible from the DC then the build will stall after Windows and AD are
installed. The VM will autologon but not start the second phase build, there will be no
PowerShell shortcut on the desktop. Make sure that the NAS VM is running and accessible
from the DC. There may be a message on screen about populating the build share, make sure
you have put the required files in the right places. Make sure the Build share is fully
populated and then rebuilt the DC.

Windows Server 208 vSphere Web Client

The web client does not work with the version of Internet Explorer that is installed with
Windows Server 2008 R2. Use Windows Update to install Internet Explorere 11, there is no
need to install any of the other updates unless you like to be patched. Be carefull of free space
on the Windows VMs, their disks are quite small.

Ravello, wrong ISOs

If you attached the wrong ISOs to the NAS on the Ravello platform before you powered it on
then there may not be vSphere installers on the Build share. Attach the correct ISOs and
restart the NAS VM.

Error installing PowerCLI on VC

A “runtime error 1618” shows on the VC VM during install. This is a purely cosmetic error;
either ignore it or wait a few minutes and click Retry.

An error occured installing the package. Windows Installer returned '1618".

Mot | | Retry Ignore |

AddHosts.ps1 exits

The Add Hosts script will exit immediately if either of the ESXi servers doesn’t respond to a
ping and a little later if either of the ESXi servers can’t be added to the vCenter inventory.
Make sure both ESXi servers are built and available on the lab network on the correct IP
addresses.

Validate complains about not being run as administrator

The validate script must be Run as Administrator, right click the shortcut and select this from
the popup menu.
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2 vadote .10

DC fails Validate, databases missing

If the validate script reports that the databases are missing then the VC build will fail. Search
in c:\Buildlog.txt for the status “* Create vCenter Database” and look for errors below. If you
see a “Shared memory provider: Timeout error [258]” then the error was one of timing.

To create the databases locate the file b:\Unattend\DC\Phase2.cmd and edit it with notepad.
Locate the text “* Create vCenter Database” and look a little below for the SQLCMD
command line. Paste the command line into an elevated command prompt.

VC Build Fails to create vCenter Repository

This is the result of the DC failing to create the databases, see the above error. Once the
databases exist then completely rebuild the VC.

VUM 4.1 fails to install

The VUM 4.1 install appears not to respect the directive to overwrite its database and will fail
to install if VUM 5.0 has previously created its database tables. Use the Upgrade shortcut on
the desktop of the DC, this will recreate empty databases. Then rebuild the VC.

ESX 4.1 Cannot power on VM

The outer VM needs to be configured with a Guest OS of ESX 4.x, rather than ESX 4.x.
While you’re there Host1 needs 2304MB of RAM allocated for HA to configure correctly.

Host1 build fails —Resolved in V1.1
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If the VC build script cannot identify the version of ESXi in your B:\ESXi50 folder then it
won’t setup the PXE environment correctly. On the Build share in B:\Automate\DC there are
folders of ESXi5 0 RTM and ESXi5 0 U1 copy the contents of the appropriate folder into
CATFTP-Root\ESXi50 on your DC and retry the build.

Loading operating systen

First VM doesn’t install windows on vSphere 4 builds —Resolved in V1.1

vCenter 4.1 does not respect VM boot order from PowerCLI. Use the BIOS settings in the
VM to boot Hard Disk and CDROM before floppy.

(%) WinTemplate4 on host2.lab.Jocal

Router VM crashes on start-up —Resolved in V1.1

On some CPU types VMware Workstation or ESXi may choose to use Binary Translation for
the CPU of the Router VM; this will cause the router to crash with the status message below.
To force the use of hardware CPU virtualization edit the Router CM’s settings, select the
CPU and change the "Virtualization Engine" "Preferred Mode" to "Intel VT-x or AMD-V"

EIP 90181 [ H10441b> )
EFLAGS: BA910246
x: BBOBRO2D  ebx: cBdeBBel

90)
82c bIfffd9c bIfffcec

ARARAA 20 GORARRZL BRGEREZD BABRGEZL (IIIIIIf cBdeRR]
[<BB184454>) [<BB1BCCBA>)
03 6f al 88 c1 88 £9 c3 Bf 65 Gb 61 68 68 Ga 84 ff 72

ecx: BORAREZ3  edx: BEA9IMIbC
esp: B9RILI98
U

ackpage -B889b868)

f078 bIfffodd BO1Bc2co BOBO2008 BBAILIbC
8RARAGR FRAARABA PAORABRS HERABAER bIf((e78
8068020 9ROERE2D BEGBRAZL (((((((f cBdedhsl

(<8818ccB8> )

85 6b 81 88 88 Ga B4 (f 72

virtual Machine Settings

Hardware | Options |

Device Summary ‘ [ Processors
W Memory 12MB Number of processors: 1 =
Mumber of cores per processor: |1 ¥
[ Floppy Using file freesco.flp
T network Adapter Bridged {Automatic) Total processor cores: 1
ENatwoyk Adapter 2 Custom (YMnet3)
Wpisplay Auto detect [~ Virtualization engine:
Preferred mode: |Intel ¥T-x or AMD-Y j

| Disable acceleration For binary translation

1\ Manually specifying the virtualization engine mode
may impact performance under certain workloads.
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AutoLab Version Changes

V3.0

Support for vSphere 6.5 and 6.7

Support for View 7.0 and 7.5

Support for Windows server 2016

Nested Windows Server 2008, Windows Server 2016, Windows 7, Windows 8, Windows 10

pfSense firewall/router
V2.6

Support for vSphere 6.0
Support for Ravello
Nested Windows Server 2012

V2.0

Support for Windows Server 2012
Support for View 6.0
Removal of VLANs

V1.5

Support for vSphere 5.5
Support for View 5.2 & 5.3
Ground work for SRM support

Vl.1a

Addition of vCloud 5.1

Cleaned up requirement to have vCenter 5.0 installer for successful install

Added support for completing vSphere 5.1 Install, Configure, Manage course labs using
AutoLab, workbook to be released shortly.

V1.1

Addition of vSphere 5.1
Removal of requirement for specific Windows 2008 installer ISO, SP1 or RTM OK
Various support and usability improvements

V1.0

Addition of Veeam products

Addition of VMware View 5.0 and 5.1

Addition of vCloud Director V1.5

Removal of Windows 2008R2 RTM support, Window VMs will use SP1 media only
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V0.8

vSphere 5.0 Update 1 support

Windows Server 2008R2 SP1 support for VC & DC

Removed requirement to download SQL client and extract deploy.cab into Build share
Cosmetic and reliability improvements in scripts

Support for deployment onto standalone ESXi server

Removed suggestion that XP worked in nested VM

V0.5

Initial release
vSphere 5.0 RTM only support
Windows 2008R2 RTM only support
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AutoLab Futures

Insert your favourite disclaimer here, only things that get added to AutoLab will be added. If
there’s something you really want added then build it yourself and send it to me so I can
include it.

The more features the AutoLab gets the more we want it to do, here’s what’s on the list now:
e VMware Site Recovery Manager
o In progress
e Time zone into nested VMs and Guest OS Customization specification
e vCentre Appliance based AutoLab (no Windows)
e View configuration
o Security server pairing password

If you solve any of these problems then let us know via feedback@labguide.com so we don’t
need to duplicate your effort.
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VMware vCloud Director Installation

Automated build

Damian Karlson’s (@sixfootdad) excellent work has brought vCloud Director to the
AutoLab.

Required Software Source

Oracle Database Express Edition 11g Release 2 for Linux x64 from oracle-xe-11.2.0-
1.0.x86_64.rpm http://www.oracle.com/technetwork/products/express-
edition/downloads/index.html You may need to unzip the zip file to get the rpm file.

vmware-vcloud-director-1.5.1-622844.bin
VMware-vShield-Manager-5.0.1-638924.ova

If you have a license: http://www.vmware.com/go/download/vcloud-director

If you want to use the evaluation version: http://www.vmware.com/go/try-vcloud-director
CentOS-6.3-x86_64-bin-DVD1.iso

CentO0S-6.3-x86_64-bin-DVD2.iso
http://www.centos.org/modules/tinycontent/index.php?id=30

Choose an HTTP mirror closest to you, and then navigate to /6.3/isos/x86_64. The CentOS-
6.3-x86_64-bin-DVD1to2.torrent is recommended as it will download quickly, although a
torrent client such as uTorrent is required. Cento 6.2 has been tested and works as well. It is
also recommended that you perform a hash check of the downloaded isos to verify their
integrity.

Physical host configuration

In order to be able to create a provider virtual datacenter within VMware vCloud Director,
the vSphere hosts will need to have their memory increased from 2048MB to 3372. This
leaves just about 1GB of memory as available resources to vCD and also accounts for the
memory used by the vShield VM. If you have an 8GB lab machine you will need to change
the VMware Workstation preference to “Allow most virtual machine memory to be
swapped”. You can find this setting under Edit>Preferences...>Memory. If your Lab
machine has an SSD then this should not cause a performance problem.

Since many vCloud labs don’t actually require the use of VMs with operating systems
installed within the vCloud environment, our recommendation is to create small virtual
machines that have 4MB of RAM and 4MB disks. This will allow you to work with catalogs,
creating VApp templates, instantiating vApp templates, and performing power operations.

VMware vCloud Director Installation instructions:

After procuring the necessary software, copy the following files to the Build folder on the
NAS VM, typically //192.168.199.7/Build/vCD _15:

58



oracle-xe-11.2.0-1.0.x86_64.rpm
vmware-vcloud-director-1.5.1-622844.bin
VMware-vShield-Manager-5.0.1-638924.ova

Verify or change the Workstation memory preferences to “Allow most virtual machine
memory to be swapped”. If you’re running Workstation on Windows 7, you may be required
to run Workstation as an administrator. If you are lucky enough to have 16GB of RAM in
your lab host you should be able to leave all VM memory in RAM.

X

gll\'\/orkspace Reserved memory

(7 Input How much host RAM should the system be able to reserve for all running

G B =5

EdHot Keys virtual machines? -

W Display {J 6144 %) M

5 Unity

% Updates 128 8076

) 'Feedback A The amount of reserved memory is greater than the recommended

& Shared VMs maximum of 6057 MB for this system and might degrade system
performance.

|E Priority

) Devices itional memory
- How should the system allocate memory for virtual machines?
() Fit all virtual machine memory into reserved host RAM

() Allow some virtual machine memory to be swapped

@ Allow most virtual machine memory to be swapped

Swapping virtual machine memory allows more virtual machines to run
but can degrade system performance if the virtual machines use their
memory intensively.

[ OK H Cancel H Help ]

Power down Hostl and Host2 and increase each host’s memory to 3372MB. Power them
back on and allow them to reconnect to vCenter.

Virtual Machine Settings =
Hardware | Options
Device Summary Memory
Specify the amount of memory allocated to this virtual
8 Memory 3.368 machine. The memory size must be a multiple of 4 MB.
[ Processors 2
(AHard Disk (SCSI) 40 GB Memory for this virtual machine: 33725 mMB
*,)CD/DVD (IDE) Auto detect
| ENetwork Adapter Custom (VMnet3) 64GB
[| | ENetwork Adapt... Custom (WMnet3) .
‘ ElNetwork Adapt... Custom (VMnet3) 16G8
I %gi‘:mk Adapt... iu::;n t(VMtnetS) 8GB < @ Maximum recommended memory
ispla uto detect
Y 4GB (Memory swapping may
268 4 occur beyond this size.)
168 6044 MB
512 MB
[@ Recommended memory
256 MB
2048 MB
128 MB
€4 Me [ Guest OS recommended minimum
32MB 2043 MB
16 MB
EME
4MB
[ OK ] [ Cancel ] [ Help ]

Add the vCloud VM from the AutoLab distribution folder. Mount the CentOS-6.3-x86_64-
bin-DVDl.iso in the vCloud VM’s CD-ROM drive. Ensure that the drive is set to “Connect
at power on”.
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[Virtual Machine Setti

Hardware | Options
A Device status

Device Summary
Connected

M Memory 2.5GB - rnecEe

[ Processors 1 [¥] Connect at power on

(AHard Disk (SCSI) 15GB

2,CD/DVD (IDE)  Using file D:\Software\CentO... Connection
T&Network Adapter  Custom (VMnet3) Use physical drive:

ENetwork Adapt... Custom (VMnet3)
EJDispIay Auto detect

Auto detect

@ Use ISO image file:

D:\Software\CentOS\CentOS-6 v

[ OK ][ Cancel ][ Help ]

Power on the vCloud VM and choose the “CentOS for vCloud” option from the PXE boot
menu. An automated installation of CentOS, Oracle Express, and VMware vCloud Director
will be performed. Installation status will be available on the startup screen during first boot.

You can verify that vCloud Director installed successfully by logging into the vCloud VM
with the username root and the password VMwarel! and executing

service vmware-vcd status

If the vmware-ved-watchdog and vmware-ved-cell services are running, then open a web
browser and go to https://ved.lab.local within the AutoLab environment or
https://192.168.199.38/ from the Workstation host. You should be presented with the
VMware vCloud Director Setup screen.

Note: If you try to use the DC or VC VMs to reach the vCloud Director website, you will
need to connect to the Internet and install Adobe Flash on the VM in question. The DC VM is
already configured with the gateway address of 192.168.199.2. The VC VM will need to have
the “Add route to the Internet so VUM can download updates” script run from the AutoLab
Script Menu located on VC’s Desktop. The Router VM has a virtual NIC bridged to the
Workstation host’s network, and the Workstation host will need to have Internet access for
the Flash download to work.

vShield 5.0 for Cloud 1.5

This setup is highly automated, in the VC VM and run the Install vShield 5.0 for vCloud 1.5
option from the AutoLab Script Menu located on VC’s Desktop.

vShield 5.1 for vCloud 5.1

This version integrates with SSO and the Lookup service, which is not supported by the
PowerCLI commandlets so the install is all manual, follow this process:
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Open the vSphere client and select Deploy OVF Template... option from the File menu

Browse to B:\vCD_51\VMware-vShield-Manager-5.1.2-943471.ova and click through the
rest of the Deploy OVF Template wizard. The iSCSI1 datastore should have sufficient free
space provided you thin provision the VM.

D Velahlecal R
e =R Vex Inerury Adwstoon o (RN TAZ TS i
B Bl [& rome v ey o Sownce
Seect e surce ocaton
[E0 wmboa - Computer ~ B (152, 168.199.7) 8 = vGD_31 = -
E o (<188
ST organce - Newfolder
Loca

Gonera |

GETE

L
1]

IFS01
NNNNN

@

Once imported reduce the RAM configured on the VM, 512MB is a minimum, if you can run
your ESXi hosts with 4GB of RAM then use 1GB for vShield.

Power on the VM and wait for it to boot, when the login prompt appears login as admin with
password default. Then enter privileged mode by using the enable command, same
password. Next run setup and enter the IP address information:

IP Address: 192.168.199.40
Subnet Mask: 255.255.255.0
Default Gateway: 192.168.199.2
Primary DNS: 192.168.199.4
Secondary DNS: 192.168.199.4
DNS domains: lab.local

Apply the settings and log out of the console. Wait a couple of minutes for the services to
restart then use a web browser to connect to https://vshield.lab.local, accept the certificate
warning and logon as admin with password default again.
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|2 vShield Manager - Windows Internet Explorer

G@'|€] S : ve——— ][ centfcateEror || 342 x| [ 6 2

s Favortes 55« | @ autolab portal 6 vshield Manager |8 8 E @ e st ks @
wiew: [Host & Clusters g [@) Settings & Reports
ration

Updates

Support Backups SSL Certificate

vCenter Server Information

Specify the hostname or the IP address of the vCenter server and provide the administrator
credentials to connect,

vShield Manager will be registered as an extension to the vCenter server.

Changing the vCenter address may result in unpredictable behavior. Please update only if you
change IP of your current vCenter Server,

vCenter Server: #|velab.local
Administrator Username: s [lab\sve_ved

Password: |

[V] Assign vShield ‘Enterprise Administrator' role to this user

[ Modify plug-in script download location (May be required for NAT environments)

vShield Manager IP Port: \

Edit the vCenter connection information, you will need to accept the vCenter server’s
thumbprint.

VMware vCloud Director setup instructions:

Connect to https://vcd.lab.local from within the AutoLab environment, or
https://192.168.199.38 from the Workstation host. Follow the vCloud Director Setup wizard

to complete the setup. Login to vCloud Director and “Attach a vCenter” from the Quick Start
menu.

Name this vCenter:

Host name or IP address: vc.lab.local

Port number: 443

User name: SVC_vCD

Password: VMwarel!

vCenter name: vcl

vSphere Web Client URL: http://vc.lab.local/vsphere-client

Attach New vCenter @ | ®
Name this vCenter
Name this vCenter
Enterthe connection information, name, and description for the new vCenter as you want tto appear in VCD.
Connect to vShield Manager
Ready to Complete Host name or IP address: B
Port Number 443 *
User name: labisve_ved £l
Easeword: e
vCenter name: Ve
Description:

vSphere Web ClientURL: U Use vSphere Senvices to provide this URL

& Use the following URL:

ity Iive lab localivsphere-ciient

hitp:ffexample comivsphere-cliert

ack | [ Next Finish | [ cancel ]
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Connect to vShield Manager:

Host name or IP address: vshield.lab.local
User name: admin
Password: default

Attach New vCenter

Connect to vShield Manager
Name this vCenter

vShield Manager is required for network services in VCD. Enter the connection information for the vShield Manager that is
Connect to vShield Manager associated with this vCenter. Make sure that vShield Manager is already registered with the vCenter.
iy to Compl
Host name or IP address: wshield lab Jocal

User name: admin

Password: |

Click Finish to complete attaching a vCenter. Complete the rest of the Quick Start menu as
necessary.
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Veeam ONE Installation

Like most management tools Veeam ONE uses a client server model. We will use a dedicated
VM named V1 as the server. The environment is more interesting if there are a few nested
VMs running and if there is some load in the VMs.

Only the Windows 208 R2 RTM install media will work, SP1 media will fail at the Windows
component install phase of Windows setup.

Server component install on V1

1. Build the V1 VM, this follows the usual boot from CDROM with floppy attached method
used for all the Lab Windows VMs. You should have the basic AutoLab setup built with DC,
VC and two ESXi servers. On an a Workstation environment with 8GB of RAM you will
need to shut down one of the ESXi servers to free some RAM

2. Logon to V1 as the Veeam service account user lab\sve Veeam

3. On Build share locate B:\Veeam1\setup.exe & Run As Administrator

B vecamt
DU )| = Comuter ~ Bt (152,168,190 ) = voeumi =

Crowie v T Cpen Moo fkder

W Cesee

4. Select to install Veeam ONE Server

=

Install
Veeam ONE Server
Veeam ONE Monitor ¢

Veeam ONE

Virtualization Management

= Real-time monitoring

5. Click through the install wizard as usual

64



P8 Veeam ONE Setup

=1

\VEEQ :\;:r:me to Veeam ONE

This setup wil guide you through the instaliation of Veeam ONE on your
computer, To continue, chck Next,

WARNING: This computer program is protected by copyright law and
Veeam ONE  treates. Unauthoreed deplcation and o ths

program, or any portion of it, may resuk in severe avi or ariming
PRl o, vl b prosecied tothe maxinu extend possle nder
the law.

am ONE Setup

License Agreement
Ploase read the folowing Icerse agreement carefuly,
Veeam Software (“Veeam") g
End User Software License Agreement ("EULA™)

IMPORTANT . READ CAREFULLY

This EULA Is a legally binding agreement between licensee end user ('End User”) and
‘eeam setting forth the terms and conditions governing the use and operation of Veeam's

proprietary computer software products (the *Software®) and the written fechnical

specifications for the use and operation of the Software (the "Documentation”). Where the

sense and context permit, references In this EULA to the Software include the

Doc Byd ding and , copying or otherwise using the Software,

and/or otherwise accepting this EULA, End User agrees 1o be bound by the terms and

A |

(& L accepk the terms in the icense agreement
1o not accept the terms in the license agreement

s [ot> | coon |

6. Since we're evaluating we will use the free edition, Select Install Veeam ONE in a free
mode and click Next

'ecam ONE Setup

Provide License
Provide license file for Vieeam ONE or install it in free functionality mode.

€ Install Veeam ONE in full functionality mode.

Specify Icense file to install the product

@ Ingtall Veeam ONE in a free mode.

NE Setup

Setup Type
Ploase choose the preferred type of deployment.
mwmhmhwla dvanced confy Please choose the
@ Iypical
Install all components with default settings on a single server,
€ Advanced
pocify Veeam ONE configurations settings manualy
d about Sanaios,
<ok [ text> concel |

7. The Lab build has installed all of the required Windows components for you
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I 8 veeam OME Setup MEE

Systemn Configuration Check L “
Ploase wait whie setup is checking your system for potential installation problems. &
Action Status =
Microsoft 115 | Passed &
Common HTTP Features
Static Conkent Component Passad O
Def aut Document Component Passed O
Securty |
Request Fikering Component | Passed O
Windows Authentication Component | Passed O
Application Development =
_enn_|
<gack Next > cancel |
P8 veeam ONE Setup [_ 0] x]
Installation Path o
Select Yeeam ONE installation folder.

Install Veeam ONE to the followang folder:

[C:\Program Fles\veean|vesam ONE| Browse. ..

Irstallation requires 730MB of free disk space. Available space on selected drive is 11.9 GB.

SQL Server 2008 R2 Express instalation additionally requires 1.5 GB of free disk space, _ Qisk cost...

<ok [ mext> | concel |

8. Enter the usual lab password VMwarel! for the service account

5 veeam ONE Setup M= 3
Service Account Credentials R
Specfy Yesam ONE service account credentials. .

Specfy username in the DOMAINIUSERNAME format:

User name:  [LAB\svc_veeam ~|  Bowse... l

Password: [u..nu{

<Back Next > Cancel |

9. To minimise the RAM footprint we will use the SQL instance on the DC, the service
account has rights to create the database so simply change to Use existing instance of SQL
Server and enter the instance name of the SQL server on DC, DC\SQLEXPRESS

SQL Server Instance b“
Choose SQL Server instance to create Yeeam ONE database on. ﬁ

€ Instal new Instance of SQL Server (V1\YEEAMSQL2008R2)
@ |se existing i of SQU Server (MK CE)

jpcisquexpress| | Browse... |

Database name:  [veeamine

Connect to SQU Server using:

@ Windows authentication credentials of current user

" SQU Server suthentication using the Login ID and password below
“

<§a<k|uan)| Cancel
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P8 veeam ONE Setup mEE

Connection Information n
Enter for Veeam ONE deph

Reporter web site port: 1239

Business View web site port: 1340

o [ o |

10. Click on VMware vCenter Server to add our vCenter

P8 veeam ONE Setup M= E3
Virtual Server Type b -‘
Specky Virtual Server type to retrieve information from. ﬁ

= VMware vCenter Server
E Retrieve information from specified VMware vCenter Server.

=3

-y Microsoft Hyper-V host, Failover Cluster or SCVMM server

="v Retrieve Informauon from specified Microsoft Hyper-V server.
HyperV

Skip Virtual Server configuration
}I Con%gure Virtual Server connection later.

s | v |[CEE]

11. Enter the lab vCenter ve.lab.local and the Veeam service account credentials, username
lab\sve_veeam and password VMwarel!

75 Yeeam ONE Setup

Add Virtual Server
Speciy vCenter Server to retrieve data from.

Specify vCanter Server to collect data from:

Server:  [vc.leb.local

User name: 'ab\svc_veem\

Password:  [eseseese|

Port: F¢3
<gack Next > concel |
Ready to Install b‘!
The wizard is ready to begn instalistion. ﬁ
ONE wil be ¥ e oo cocts
Setup Type: Typicad a
SQU Server: DCISQUEPRESS
Instalation folder: C:\Program FilesiVeeamiVeeam ONEY
Service Account: LABisvc_veeam
Virtual Server Type: VMware vCenter
wCenter Server. velab local
User name: lablsve_veeam
Port: 443
Reporter ske port 1239 =l
Cick Install to begin the instalation.
oo [ _on |
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=1
Completing Veeam ONE
Setup Wizard

Setup has finshed nstaling Yeeam ONE on your computer. Yesam
ONE components may be launched by selecting the installed icons.

veeam ONE Click Firish to exit the wizard.
Solution for virtualization
management

12. Once the install completes you will be prompted to log off, click Yes

To complete installation of Yeeam ONE, you need to log off. Would you tke
to do & now?

L= w |

13. When you log back on you will find three new desktop shortcuts for the Veeam
components

Veeam ONE
Business View

m.-.
Veeam ONE
Monitor

Veeam ONE
Reporter

14. Use each shortcut to launch the components and make sure they operate.
15. Veeam ONE Monitor
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o % 208 0 8 0. 8% v | crr—
b Pt St | A S | Gapen Wy Opne o |0 S | Ut Dy
I antruc ture View €| Summary Alwme TopVWe Tophoss Lowsstbad Everts
45'.;'“‘"""""» © Setected Cbject: Virtuad Infrastrcture © @rvars, O warmngs) - view report
* O i e
HOSTS STATE DATASTORES STATE VIRTUAL MACHINES STATE
W reaihy Warning W Erver W reaithy Warning W Ervor W Healthy Warning Wl Erver
LATEST ALARMS ALARMS BY OBJECT
Status  Teme Source e Type  Source Al
A wereg 312130 el i bl Pt N e sarece i a (ST of
) susmess iew A waneg 31213 2 b bl R g D2 lad ol or
5 Marm Mansgement o J 3
o I 3
Morkor Server Dtabase  Servce: V1 (covected) A

16. Veeam ONE Business View, this shows some data on the Workspace tab

{= veeam ONE Business View - Windows Internet Explorer

Gﬁ'l@'.v]~'v-v‘ pacesms =4 x| eg £

o Favorites @8 veeam ONE Business View | | IK}-Q ©mmov Page~ Sefety~ Tooks~ e
Dashiboard Workspace Cluster Host Storage w Configuration
Object type: Virtusl Machine .| nfrastructure node: Virtusl Infrastru ¥ Nome: »
Object path Business Unk Department
@ | Labot ve lab JocaliLabiLocalihost2 Jsb Jocal 04 Uncategorize
& Laboz 2 Jab Jocal 84 Unc
@ Labo3 2 s Jocal 84 Uncategorize
@ Laboe ab Jocal 84 Uncategorize
(@ | winTemplate ve.lab.locafiLabiLok ab.local Uncategorize

< | |

Displaying fems 1 - 5 0f §

joone [T T T T S tocdintranet | Protected Mods: Off [%a = [®ioo% -

17. Veeam One Reporter, here the VMware Trends dashboard shows data immediately

™ Dashboards - Yeeam ONE Reporter - Windows Internet Explorer

e-\-’\‘.vlgl‘w;‘vl. a/Dashboard/#¥iew_1 ;I'y x| 0 L=

i Favorites @ Dashboards - Veeam ONE Reporter ]Q *E) - mm - Page~ Sefety~ Tock~ @~

Dashboards Workspace

VMware Trends —

CPU Usage by Cluster Memory Usage by Cluster ‘

40
g
g0 .
g :
] B
3 >
2 s 2
G $
=
0 0 0 ( 0
15 07 1 18 07/13 07/20 07/2 1 '
o~ Locw - Local
=
< | »
o [ 1 11| S locaintranet | Protected Mods: OFF [7a- %1% -

18. Next setup to allow the VI-Admin user access to the Veeam products. Form the Start
Menu under Administrative Tools select Computer Management

19. Under Local Users and Groups select the Groups folder

69



£¥ Computer Management

Ble  Acion Vew Hebp
e rmlc = HE

& Computer Management (Locsl) | Name | Deseripton | Actions
B i System Tooks F have complete and u...
8 (D) Task Scheduer & Badup Operators Backup Operators can override secu...

&[4 Event Viewer 2 Certficate Service DCO... Members of this group are alowed .., More Actions 4
@ ) Shared Folders & Cryptographic Operatcrs Members are authorized to perform ...
5 & LocalUsers end Grous | Biorpured CoMUsers  Members are alowed to launch, act..
8 Lbars Sevent Log Readers Members of this greup can read eve...
5 @. P;f_ BGoeas Guests have the same sccess as me...
& Devios Managar & s sks Buit-in group used by Interet Infor...
2 2 Storsge & Netwerk Configuration ... Members in this group can have soe...
u: Disk Management Bverformance LogUsers  Members of this group may schedue. ..
® By Services and Apications & performance Morior U...  Members of this group can access ...
& power Users Power Usars are included for backw...
&privt Operators Members can admirister domain prn...
& Remote Desitop Users Members in this group are granted t...
& repicaror Supports file replcation in 2 domain
& users Users are prevented from making ac...

5 veesm ONE Administrat... Members of this group can access m...
&5 veeam ONE Dashiboxrd...  Buid-n group used by Internet Infor...
&_V@aotius«s Members of this group can generate...

20. Double click the Veeam ONE Administrators group, click the Add... button, enter VI-
Admin and click OK a couple of times, then close Computer Management

Veeam ONE Administrators Properties 21x] [_[O[x]
Fle  Acion View Help General |
e[ z[mIXE = Hm 5
A Computer Management (Local) | Name % B
= [} System Tools S
) (5 Task Scheduler & Backup Operato -
Viewer N . Desciptionc [Members of this group can access monkorng data.
? E Event & Certificate Servi generate reports and modify al Veeam ONE
@z Shared Folders & Cryptographic C
=X l““Us‘:‘;'"‘“"’"‘ B Distrbuted COM Members:
- & Evern LogReads
ﬁ®‘m > LAB\svc_veeam Select this cbject lype:
¥ () Performancy Guests -
- o Dovice - & us_usks ﬁm.mm.u&um
B £ Storage g"“"’““c""f: From tis location:
_ &30 Disk Management erformance Lo¢ F“M
@ [ Services and Appications | & Performance Mo
Erower users s th abictnames o sl examgles)
& print Operators -
& Remote Desktor
& Repicator
& vsers
¥ veesn ONE Ady Add. Remave
& veoam ONE Das | Fee | advened. |
& veeam ONE Use T
[ (13 I Cancel I Bpply I Help Il

Client component install on VC
1. Logon to VC as VI-Admin
2. Again locate and Run as Administrator the B:\Veeam1\setup.exe from the Build share

3. This time choose Veeam ONE Monitor Client

Veeam ONE

Virtualization Management

l-time monitoring

Yeeam ONE Server

Veeam ONE Monitor Client

Rel: jotes
Documentation

Exit

4. Click through the install wizard as usual
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[ Veeam ONE Monitor Client []

Welcome to the InstallShield Wizard for

Eeam Veeam ONE Monitor Client

The InstaliShield(R) Wizard will install Yeeam ONE Monkor Chent
on your computer. To continue, click Next,

WARNING: This program is protected by copyright law and
international treaties,

Veeam ONE

Solution for virtualization
management

License Agreement
Plaase read the folowang kcense agreement carefuly,

Veeam Software (“Veeam") El
End User Software License Agreement ("EULA")

IMPORTANT - READ CAREFULLY

[This EULA Is a legally binding agreement between licensee end user (‘End User)
and Veeam setting forth the terms and conditions goveming the use and operation
of Veeam's proprietary computer software products (the "Software”) and the written
ftechnical specifications for the use and operation of the Software (the
['Documentation”). WWhere the sense and context permit, references in this EULAto
the Software include the Documentation. By downloading and installing, copying or

nthenwice nsinn the Snfhware andinr athensice accantinn thic FIIL & Fnd | lcor ;j
(= ¥ accept the terms in the lense sgreement)
€ 1o not accept the terms in the icense agreement
InstaiShield
<gack et > cancel |

'eeam ONE Monitor Client

Custom Setup
Select the program features you want installed.

Cick on an icon in the list below to change how a feature is installed.

[Feature Descri

= Install Vesam Mokor Chent to
wview performance data colected
by existing Yeeam ONE Monkor
Server.
This feature requires 135MB on
your hard drive.
Install to:
C:\Program Fles (x86)\Veeam|Veesm ONE\Veeam ONE Monitor| Change... I
I T Next > cacel |

eeam ONE Monitor Client

Ready to Install Yeeam ONE Monitor Client
Wihich addiional tasks should be performed?

Select the addkional tasks id ke Setup to perform while instaling ONE
Moritor Clent, then dick Next.

<m|um>|cm|
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115 Veeam ONE Monitor Client

Ready to Install Veeam ONE Monitor Client ~N
The wizard is ready to begn instaliation. o
Chick Install to begin the instalation.

IF you want to review or change any of your instaliation settings, click Back. Click Cancel to
exik the wizard.

Destination location:
C:\Program Fik ONE Monitor

Create a desktop icon

{5 Veeam ONE Monitor Chent | X}

(veeam

The InstaltShield Wzard has successfuly installed Veeam ONE
Monitor Clent. Click Finish to exit the wizard.

Yeeam ONE

After the install completes you will have a desktop shortcut for Veeam ONE Monitor, the
other two components are web services.

! fl Veeam ONE Monitor

= version 6.0

VMware vSphere Microsoft Hyper-V

Initialzing

Easy to use and powerful,
allin ONE

5. On the first run you will need to tell the monitor client where to find the server, enter
vl.lab.local and click OK
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| ceneral [colors charts other

Host settings:

Veeam ONE Monitor Server: I'd,la:.bcal

_ o | _cacel |

6. Once the client connects it should show you exactly the same environment as you saw in
the client on V1

I veeam ONE Monitor Free Edition
| o 2‘R|‘Da E]GP||‘!]‘\W| T ’:)ﬁ’
Back  Forwsrd Refresh || Add Server || Repor Modling Options  Melp || Full Screen || Upgrade Search
Infrastructure View < Summary Alarms TopVMs Tophosts Lowestbad Events
= b L J Object: Virtual Infrastructure (0 errors, 0 warmings) - view report
% [ velablocal a
HOSTS STATE DATASTORES STATE VIRTUAL MACHINES STATE
. E
W Healthy Warning M Error W Healthy Warning M Error W Healthy Warning M Ervor
LATEST ALARMS ALARMS BY OBJECT
Status Time Source Name Type | Source Alarms
L Warning  3:54:04 PM hos2.lab local Host hardware sensor status change d bostLlab docal 0/1
L Warning  3:54:04 PM hogtLlab local Host hardware sensor status change J host2.bab focal o1
(%) Business View
(71 Alarm Management =
Monor Server Database: DC\SQUEXPRESS\VeeamOne [Service: v1.lab.local (connected) | 4

7. Business View and Reporter are web applications; the AutoLab portal page has links to
both. Simply launch Internet Explorer from the desktop shortcut then use the links to confirm
access.
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/= AutoLab Portal - Windows Internet Explorer 1ol x]

[ crautoLabportal himi =4l x| [Sens £~
| . Favorkes | = £ Web Sice Galery v
& Aurctab Portal | | [ M- B - - pager sofety- Todse @+
AutoLab Portal

AutoLab management

single Floppy routst

_FREESCO

Router Admm

NAS Admmn

Veeam VMware View

Veeam Busmess View u View Adminsstrator Console - CS1
B Veeam ONE Reporter u View Portal - CS1

[ 711 [ Computer | Protected Mode: OFf [7a~ %1% =~

8. You can login to the web applications using the VI-Admin username and VMwarel!
Password

Now that you have the server and clients installed it’s time to start learning about Veeam
ONE, there are lots of resources on the Veeam web site http://www.veeam.com/virtual-
server-management-one-free/resources.html
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Veeam Backup & Replication installation

Only the Windows 208 R2 RTM install media will work, SP1 media will fail at the Windows
component install phase of Windows setup.

Server component install on VBR

1. Build the VBR VM, this follows the usual boot from CDROM with floppy attached
method used for all the Lab Windows VMs. You should have the basic AutoLab setup built
with DC, VC and two ESXi servers. On a Workstation environment with 8GB of RAM you
will need to shut down one of the ESXi servers to free some RAM.

2. Logon to VBR as the Veeam service account user lab\svc_veeam

3. On the build share locate B:\VeeamBR\Veeam_B&R_Setup_x64.exe and Run as
Administrator

é\ )  Computer ~ Buid (1\192.168.199.7) (B:) ~ VeeamER

Organize v = Open  New foider
i recerplsces 2| pame - Date modfed Type

{3 Veeom_BOR_EnterpriseMansger_Setup_xt4 S/29/201210:00PM  Application
5% Yeeam_BAR _SearchServer_Setup x4 S/29/201210:03PM  Applcation
Il veeom B3R _Setup 64 129:44

29/2012 9:44 Appicabon
__ veeam badup 6_1_release_notes.pd 6/4/2012 11:07 AM POF Fle

* Buid (\192.168.1¢
Automate
ESX41
ESN41
ESUS0
temp
Veeam!l
VeoamBR
ViewS0
ViewS1
ViM_41
ViM_S0

VMTools
& Local Disk (C:)
WDV Dirvs (D) GRS
N ™ Veeam _BER_Setup x64 Dote modfied: S/29/2012 9:44 PM Date crested: 7/14/2012 8:43 PM
— Apphcation Se: 209 M8

4. If you are installing Veeam Backup & Replication 6.5, you will see a warning about some
pre-requisites, click Yes and the installer will install these for you.

£l veeam Backup & Replication

4C%  The following redistributables required to install Yeeam Backup &
‘0‘ Replication:
- - Microsoft \NET Framework 4.0

- Microsoft Visual C++ 2010 Service Pack 1
Redistributable Package

Proceed with installing prerequisites?

1w

5. Accept the warning about vCPU count and proceed on through the wizard
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-3 veeam Backup & Replication

Weilcome to the InstaliShield Wizard for
Veeam Backup & Replication

VEEAIM  crimiizmigans

F'3 4"/, ] veeam Backup & Replication

CPU does ok meet minimum System requirements.
Less than 2 processor cores (or 2 vCPU) detected.
Data processing performance may be affected.

Continue anyway?

O

am Backup & Re;

Welcome to the Veeam Backup & Replication
Setup

VEEAM  mocmesionzs,
Next.

'WARNING: This computer program is protected by copyright
law and | treaties. Unauthorized duplicati

distribution of this program, or any portion of &, may resul in
severe civil or oiminal penakies, and will be prosecuted to the
maxmum extent possble under the law.

License Agreement
Please read the following icense agreement carefully.

Veeam Software ("Veeam™)
End User Software License Agreement ("EULA")

"4
wl |5

IMPORTANT - READ CAREFULLY

IThis EULA is a legally binding agreement between licensee end user (End User”)
and Veeam setting forth the terms and 9 g the use and

of Veeam's proprietary computer software products (the “Software") and the written
ftechnical specifications for the use and operation of the Software (the
"Documentation”). Where the sense and context permit, references in this EULAto

the Sofware include the Documentation. By downloading and installing, copying or
nthanwiee 1ainn the Safware andinr athendes accanting thie Fiil & Fnd | lear =l

(5 1 gecepk the terms in the kcense agreement! Brink I
1o not accept the terms in the icense agreement

<pok [ mex> | cacel |

InstallShield

Provide License N
Provide license file for Veeam Backup & Replication l!‘N

Licensa file for Yesam Backup & Replication:
I

1f you don't have a icense file, just chck Next (the software wil operate in Free Edition mode).

[rstaltstield

<MIM>IWI

6. Since I’'m a fan of PowerShell I included it’s snapin
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Custom Setup

Select the program Features you want installed.

Click on an icon in the list below to change how a feature is installed.

Feature Description
VYeeam Backup & Replication
PowerShell SDK components.

Management console
atalog servi

This Feature requires 1076KB on
your hard drive.

Install to:

Change..

InstallShield

Help l Space | < Back I Mext > I Cancel I

7. Select Use existing instance of SQL Server and enter the SQL server instance on DC,

DC\SQLEXPRESS, leave the default database name

{& Yeeam Backup & Replication [x]
SQL Server Instance N |
Choose SQL Server instance to creake the Veeam Backup database on. I:‘N

€ Instal new instance of SQL Server (localhost\VEEAM)
% Use existing Instance of SQL Server
SQU server and instance:
[DCISQUEpress | Browse...
Enter the instance name in the HOSTNAMEVINSTANCE formak.
The curren user must be able to logon to the selected instance using Windows integrated

using
ation, and have sufficient permission to create the database on the selected
instance. If this is not the case, restart the setup program using the appropriate account.

Database:

[vecamBackup Browse....
<gack [ mext> | cawal |

8. Enter the usual password, VMwarel!, for the sve_veeam service account

Service Settings N al
Specfy Veeam Backup & Replication service settngs. | A N
Enter the user name in the DOMAIN|USERNAME format. The suppled user
~ account must have database owner rights to the Yeeam Backup &
e Replcation database on the SQUExpress SQU Server instance, and Full
Control NTFS permissions on the catalog folder.
ser name: [LAB\sv(_veeam :] Browse... I
Bassword:  [eeeeeeed|
Port: 9352
<Back Next > Cancel |
{& Yeeam Backup & Replication [X]
File Locations N |
Specky root folders for or quest file system catalog (persistent data), and vPomer l_“S
NFS (non-persistent data). Using volume is highty r
Guest file system catalog
S Catalog location:
C:A\YERCatalogl Change...
Service gort: @93
vPower NFS
Root folder:

CiiF V: Change...

Trstant VM Recovery write cache will be stored in this folder. Make sure the selected volume has
2t least 10GB of free disk space avalable to prevent recovered ¥Ms from stopping.

<pek  [[Heas )| comel |
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Ready to Install N‘“
The ward is ready to begn installstion. pS
Click Install to begin the instaliation.

IF you wank to review or change any of your installation settings, dick Back. Click Cancel to
exit the waard.

¥ Creste ghortout on desktop

oo ] oes |

{i¥ veeam Backup & Replication [ x]

InstaliShield Wizard Completed

veeam The Installshield Wizard has successfull installed Veeam
Backup & Replication, Click Firush to exk the wizard,

#1VM Backup

9. Once the installer has completed you will find a shortcut on the desktop

Yeeam Backup
& Replication

10. Now that the software is installed head on over to the Veeam web site to learn how to use
1t http://www.veeam.com/vmware-esx-backup/resources.html
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